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Goal: Ontology Localization : Adapt an ontology to a 

concrete language and culture community.

Introduction

Minimum Finance Lease Payments    @en

Minimale Finanz-Leasing-Zahlungen @de



Special Characteristics of Ontology Translation compared to 

sentence-based MT

- Shorter texts (labels) => More ambiguity

- But: labels embedded in ontological context => less ambiguity

Problem 

Can exploiting ontological context help in improving  translation 

of an ontology ?

Our Goal: Exploit ontological context to improve Ontology 

translation following SMT approach. 



Parallelism between two tasks:

ontology label translation ↔ word sense disambiguation 

(WSD)

Motivation 
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WSD has been shown to be beneficial for SMT1,2

1. Apidianaki M. Data-driven semantic analysis for multilingual WSD and lexical selection in 

translation. EACL 2009

2. Carpuat M. and Wu D. Context-dependent phrasal translation lexicons for statistical 

machine translation. In Proceedings of MT Summit XI 2007
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CLESA 

• Cross Lingual Explicit Semantic Analysis  (CL-ESA)1,2 can be 

used to disambiguate the phrases / translation candidates, 

given the ontological context. 

• ESA calculates the semantic similarity between two texts by 

comparing the distribution of their usages under different comparing the distribution of their usages under different 

explicit defined concepts.

• Wikipedia is commonly used for the implementation.

1. Potthast et. al. A wikipedia-based multilingual retrieval model [2008]

2. Sorg et. al. Cross-lingual Information Retrieval with ESA [2008]



CLESA 



Why CLESA ?

• Intuitive and simple model

• CL-ESA has been shown to perform better than the latent 

concept based semantic models like LSA, LDA for some tasks 

like  Cross Lingual Information Retrieval (CLIR) 1 

1. Cimiano et. al. Explicit Versus Latent Concept Models for CLIR [2009]



CLESA in SMT

is the score given from CL-ESA to every translation 

candidate given the ontology



Monnet Architecture



Several multilingual ontologies were used for evaluation.

Automatic evaluation was done using standard MT metrics.

Evaluation

Ontologies used for evaluation



Evaluation: English - German



Evaluation : English to Spanish



Evaluation : English to Dutch



Metric scores are quite low, out of vocabulary could be the 

reason, qualitative analysis also required

Considering ontological context makes a slight improvement, 

thus proving it could be beneficial, more investigation required

Conclusion 

thus proving it could be beneficial, more investigation required



Thanks !
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