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Message from the Workshop organisers  
 

We are delighted to welcome you to the of the Second Workshop on Applying Machine Learning 
Techniques to Optimise the Division of Labour in Hybrid MT and associated Shared Task  (ML4HMT-
2012) in Mumbai. 

The Shared Task  is an effort to trigger systematic investigation on improving state-of-the-art Hybrid MT, 
using advanced machine-learning (ML) methodologies. Its main focus is trying to answer the following 
question: Can Hybrid/System Combination MT techniques benefit from extra information (linguistically 
motivated, decoding and runtime) from the different systems involved? 

Participants to the challenge are requested to build hybrid translations by combining the output of several 
MT systems of different types. Five participating combination systems, each following a different 
solution strategy, have been submitted to the shared task.  

The Workshop will be composed of two parts. In the first part we will have an invited talk and the 
presentation of three research papers. In the second part, participants to the shared task will describe their 
systems and results. At the end of this part, there will be a presentation of the joint evaluation, followed 
by a discussion panel. 

We are looking forward to an interesting workshop and want to thank all authors, presenters and attendees 
for making this a successful workshop. 
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Hybrid Adaptation of Named Entity Recognition for
Statistical Machine Translation

Vassil ina N IKOU LINA Agnes SAN DOR Marc DY M ET MAN
Xerox Research Center Europe, 6, chemin de Maupertuis,Meylan,FRANCE

vassilina.nikoulina�xre.xerox.om, agnes.sandor�xre.xerox.om,
mar.dymetman�xre.xerox.om

ABSTRACT
Appropriate Named Entity handling is important for Statistical Machine Translation. In this
work we address the challenging issues of generalization and sparsity of NEs in the context of
SMT. Our approach uses the source NE Recognition (NER) system to generalize the training
data by replacing the recognized Named Entities with place-holders, thus allowing a Phrase-
Based Statistical Machine Translation (PBMT) system to learn more general patterns. At trans-
lation time, the recognized Named Entities are handled through a specifically adapted trans-
lation model, which improves the quality of their translation. We add a post-processing step
to a standard NER system in order to make it more suitable for integration with SMT and we
also learn a prediction model for deciding between options for translating the Named Enti-
ties, based on their context and on their impact on the translation of the entire sentence. We
show important improvements in terms of BLEU and TER scores already after integration of
NER into SMT, but especially after applying the SMT-adapted post-processing step to the NER
component.

KEYWORDS: Named Entity Recognition, Statistical Machine Translation.
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1 Introduction

The correct handling of Named Entities is not an easy task for Statistical Machine Translation.
First, Named Entities — person names, organization names, dates, etc. — create a lot of
sparsity in the training data. Second, Named Entities of the same type tend to occur in the
same context, and thus, they should be treated in a similar way, but a phrase-based SMT model
has limited capacity to learn this purely out of data. Finally, Named Entities can be ambiguous
(eg. Bush in George Bush vs. blackcurrent bush), and a wrong NE translation can seriously
hurt the final quality of the translation.

We propose a framework for integrating Named Entities within SMT, which tries to address
all these issues at the same time. First, we try to generalize occurrences of Named Entities in
the training data, by replacing the identified named entities by a small number of typed place-
holders (one for each NE type: DATE, ORGANIZATION, ...) in order to reduce the sparsity
problem, but still preserving some context for the purpose of SMT (all the dates tend to occur in
similar contexts, different from the contexts in which person names occur). This generalization
allows us to learn a better translation model, and to re-use the generalized patterns for rare
(or unseen) Named Entities, in order to ensure a better translation for these NEs. Second, an
external NE-translator (or multiple NE-translators for different NE types) is integrated in this
framework, thus ensuring correct NE translation.

Third, we address the problem of adapting the NER system itself specifically for the pur-
pose of improving the SMT task. There are few works reporting significant improvements
over a baseline after Named Entities integration1 (eg. from 8.7 to 13.3 of BLEU for Bangla-
English (Pal et al., 2010), from 47 to 48.7 of BLEU for Hindi-English (Huang, 2005)). Others
report rather low (sometimes negative) impact of Named Entity integration with SMT (0.3
BLEU gain for French-English in (Bouamor et al., 2012), 0.2 BLEU gain for Arabic-English in
(Hermjakob et al., 2008), 1 BLEU loss for Chinese-English in (Agrawal and Singla, 2010)).

This is a disappointing result given how important correct NE translation is for overall trans-
lation quality. Possible reasons for this result (some of them identified in (Hermjakob et al.,
2008)) include:

• Errors of the Named Entity Recognizer itself;

• The external NE-translator is often blind to the type of the NE; however, different treat-
ments can be necessary for different types (e.g. some entities may require transliteration,
others a specific kind of translation, and still others should not be translated);

• Often the integration of Named Entities is done by constraining a phrase-based model to
producing a single candidate translation for a NE (as generated by an external NE trans-
lator): this may prevent the phrase-based model from using known phrases containing
the same NE in a larger context, which might have led to more accurate translations.

We note that standard NER systems are designed for Information Extraction tasks and that the
Named Entity structure required for these tasks may be different from that required for SMT.
In this work we study how the NE structure may be adapted for integration within SMT and

1Note that not all works explicitly report the gain due to NE integration, but rather the joint gains due to the
multiple factors involved. We only mention works in which the specific impact of the NER component is reported
explicitly.
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propose a post-processing method for a standard NER system in order to adapt this structure.
We also propose a way to restrict the use of an external NE translator to those cases where
calling it is really useful for the SMT task. First, we apply a set of general rules in order to
make the NE structure more suitable for SMT. Next, we develop a prediction model which is
able to choose for each NE which translation model is the best to translate it: either an external
NE-translator (possibly chosen between multiple options), or the standard SMT model (in this
case no special treatment is done for this NE).

The remainder of this paper is organized as follows. Section 2 describes our approach: we
first present the general framework we propose for NER integration within SMT, and we then
describe the post-processing and prediction steps for NER, which make NE integration more
suitable for SMT. Section 3 presents an overview of the related work. Section 4 describes the
experimental results and we conclude in Section 5.

2 Proposed Approach for the NE-enriched SMT model

2.1 Translation architecture

The framework that we propose can be summarized by the steps illustrated in the following
example:

Src: This paper illustrates the actions scheduled in Measure 6.2 " Co-operation in agriculture " of
the Programme of the European Initiative Interreg II Italy - Albania, being implemented in
Apulia since 1996.

(1) First, we detect Named Entities in the source sentence and replace them with place-
holders defined by the type of the NE (eg. DATE, ORGANIZATION, LOCATION): this
gives us two types of objects that we need to translate: reduced source sentences (source
sentences with place-holders) and original named entities;

Reduced Src: This paper illustrates the actions scheduled in Measure 6.2 " Co-
operation in agriculture " of the Programme of the European Initiative Interreg
II +NE_LOCORG_COUNTRY - +NE_LOCORG_COUNTRY , being implemented
in +NE_LOCORG_CITY since +NE_DATE .

NEs: Italy[LOCORG_COUNTRY], Albania[LOCORG_COUNTRY], Apu-
lia[LOCORG_CITY], 1996[DATE]

(2.1) The reduced translation model (able to deal with the place-holders) is applied to the
reduced source sentence and generates a reduced translation:

Reduced Translation: cet article illustre les actions prévues dans la mesure 6.2
" la coopération en agriculture " du programme de l’ initiative interreg
II +NE_LOCORG_COUNTRY - +NE_LOCORG_COUNTRY , mis en oeuvre à
+NE_LOCORG_CITY depuis +NE_DATE .

(2.2) An external NE translator is used for translating the replaced NEs; In principle, multiple
NE translators can be used, depending on the nature of the Named Entity: a NE can stay
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untranslated or be transliterated (eg. PERSON), or its translation can be based on hand-
crafted or automatically learned rules (eg. UNITS, 20◦C = 68◦F), or on an external
Named Entity dictionary (which can be extracted from Wikipedia or from the parallel
texts):

NE translation: Italy=Italie, Albania=Albanie, Apulia=Pouilles, 1996=1996

(3) Finally, Named Entity translations are re-inserted into the reduced translation (this uses
the alignment produced internally by the SMT system for deciding which target place-
holder corresponds to each source place-holder).

Complete Translation: cet article illustre les actions prévues dans la mesure 6.2 "
la coopération en agriculture " du programme de l’ initiative interreg II Italie -
Albanie , mis en oeuvre à Pouilles depuis 1996 .

This integration of NER into SMT already addresses several problems of NE translation:

• First, assuming that NER is able to detect named entities, the approach avoids wrongly
translating a NE as if it were a standard lexical expression;

• Second, the approach can translate NEs differently based on their identified type;

• Third, the reduced translation model is based on a generalization of training data which
reduces sparsity, and, as a consequence, is able to learn a better model: the generalized
patterns are helpful for dealing with rare or unseen Named Entities (eg. the bi-phrase
on +NE_DATE = le +NE_DATE can be used to translate any date, and not only those seen
in the training data).

2.2 NER adaptation for SMT

A weak point of our architecture is that the identification and processing of NEs is only loosely
dependent on the SMT task. To get a tighter integration, we apply a post-processing method to
the output of the NER system in order 1) to modify the NE structure for a better fit with SMT,
and 2) to choose the NEs that have a potential to improve the final translation. We propose a
hybrid post-processing, where:

• first, on each source sentence, a set of post-processing rules is applied to the NER output,

• second, a prediction model is applied to the NER output in order to choose only those
Named Entities for specific NE-translation that can actually be helpful for SMT purposes;
the prediction model is trained to optimize the final translation evaluation score.

We show empirically the importance of each of these steps in section 4.
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2.2.1 Rule-based adaptation of NER systems for SMT purposes

Since numerous high-quality NER systems are ready to use, it is more reasonable to take
advantage of them for SMT than to develop a new NER system from scratch. NER systems are
usually developed for the purposes of information extraction, where the NEs are inserted in
a task-motivated template. This template determines the scope and form of NEs. In the case
of SMT the “templates” into which the NEs are inserted are sentences. This means that the
NEs should be defined according to sentence-translation oriented criteria, because this ensures
better quality of the model acquired from sentences containing place-holders for the named
entities. In other words, the place-holders should not introduce a similar sparsity factor into
the translation model to what the original NEs did. Thus existing NER systems may need some
adaptation for SMT.

We consider the following requirements for designing the scope and the form of the NEs for
SMT:

• The NEs extracted should not contain common nouns that might be relevant in an IE
system, but do not need special translation: titles (Mr, Vice-President, etc.) and various
other common nouns (street, road, number etc.). These elements should be removed
from the scope of the NEs for SMT, and should be translated as parts of the reduced
sentence, and not in the NE translation system.

• The NEs are embedded in various syntactic structures in the sentences, and often the
units labeled as named entities contain structural elements in order to yield semantically
meaningful units for IE. These structural elements are useful for training the reduced
SMT model, and thus they should not be part of the NE. E.g. le 1er janvier should rather
produce DATE(1er janvier) than DATE(le 1er janvier).

The adaptation is rule-based. Given an existing NER system, the adaptation is executed along
the following steps:

1 Extract NEs from a corpus relevant to the domain;

2 Either manually or automatically identify the list of common nouns within the NEs (titles,
geographical nouns, etc.);

3 Either manually or automatically identify the list of function words at the beginning of
NEs;

4a If the NER system is a black box:

– Define rules (e.g. POS tagging, list, pattern matching) to recognize the common
nouns and the function words in the output of the NER system;

– Post-process the NEs extracted so that the common nouns and the function words
are deleted;

4b If the source code of the NER system is available: Modify the source code so that the
common nouns and function words do not get extracted.
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2.2.2 Machine Learning extension of NER adaptation

The previously defined rules allow us to deal with a segmentation of Named Entities that
is more suitable for SMT purposes: e.g. this segmentation may separate clearly the non-
translatable units composing a person name from its context (ex: Mr.[context] White[non-
translatable unit]). However, the importance of certain NEs or NE types for SMT may vary
across different domains and text styles. It may also be dependent on the SMT model itself:
simple Named Entities that are frequent in the data on which SMT was trained are already
well-translated by a baseline model, while the call for an external NE-translator will make the
process more complex, and in some cases, produce worse results (due to the lack of context).

The impact of one specific Named Entity on the final translation quality may depend on differ-
ent factors: NE context, NE frequency in the training data, the type of the NE, the reliability
of NE-translator, etc. The impact of each of these factors may be heterogeneous across differ-
ent domains and styles of the text, and a rule-based approach is not suitable to address this
problem in its generality.

We propose to learn a prediction model, based on the features that control these different
aspects, which will be able to predict the impact that the special treatment of a specific Named
Entity could potentially have on the final translation. The main objective of this model is to
select only NEs that can improve the final translation, and reject the NEs that can hurt or
make no difference for the final translation. In order to achieve this objective, we create an
appropriate training set as described below.

In what follows we refer to the baseline SMT model as SM T and to the NE-enriched SMT
model as SM TN E . For the prediction training we create a labelled training set out of a set of
parallel sentences (si , t i), i = 1..N .

• For each i = 1..N :

– translate si with the baseline SMT model: SM T (si);

– For each NE nek found by NER (and post-processed by a rule-based step) in si:

∗ translate si |nek
with the NER enriched SMT model: SM TN E(si |nek

); nek is re-
placed by a place-holder in si , and external NE-translator is used to translate
nek;
∗ compare SM T (si) and SM TN E(si |nek

) by comparing them to the refer-
ence translation t i: we denote the corresponding evaluation scores by
score(SM TN E(si |nek

)), score(SM T (si)) (we may use any standard MT evalu-
ation metric, suitable for sentence-level evaluation);
∗ the label of the named entity nek is based on the comparison between

score(SM TN E(si |nek
)) and score(SM T (si)): positive if score(SM TN E(si |nek

))>
score(SM T (si)) (meaning that NE-enriched system produces a better transla-
tion than a baseline), and negative otherwise.

A classification model trained on a training set created in this way will be optimized (by con-
struction) to choose the NEs that improve the final translation quality; the features for this
classification model are detailed in section 4.2.2.

This method can also be extended for the case where multiple NE translation systems are
available: eg. do not translate/transliterate (person names), rule-based (eg. UNITS, 20◦C =
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68◦F), dictionary based, etc. In this case the translation prediction model can be transformed
into a multi-class labelling problem, where each class corresponds to the model that should
be chosen for a particular NE translation model (including the model that do nothing and let
baseline the SMT model to deal with NE translation).

2.3 Training NE-enriched SMT

To apply he translation framework described above, first, we need to train a reduced trans-
lation model that is capable of dealing with the place-holders correctly. The training of the
reduced translation model requires a reduced parallel corpus (a corpus with both source and
target Named Entities replaced with place-holders). In order to keep consistency between
source and target Named Entities we project the source Named Entities to the target part
of the corpus using the statistical word-alignment model (obtained with GIZA++, similar to
(Huang and Vogel, 2002)).

Next, we train a phrase-based statistical translation model on the corpus obtained in this way,
which allows us to learn generalized patterns (eg. on +NE_DATE = le +NE_DATE) for better
NE treatment. The replaced Named Entity and its projection are stored separately in a Named
Entity dictionary that can then be re-used for NE translation.

When every source Named Entity that was correctly projected to the target sentence is system-
atically replaced by a place-holder, the translation model trained on such a corpus will not be
able to translate the original NEs (they will never or very rarely occur in the resulting training
data). This is in contradiction with our prediction model, which may choose to replace or not
a NE with a place-holder depending on its context, requiring the ability to translate both a
reduced and a non-reduced sentence.

In order to meet this requirement we train a hybrid NE-enriched model, which replaces a NE by
a place-holder with probability α: a model trained on a corpus created in this way will indeed
be able to translate the frequent NEs in their original form, but at the same time it allows
generalization (which is especially important for rare NEs). This hybrid model was inspired by
(Bisazza and Federico, 2012), where a hybrid LM was trained in a similar way.2

Possible models for the NE-translator include:

• NEs extracted out of parallel corpora by projection of source NEs on the target side can
be re-used as NE-translations at the translation step;

• another option is to create an adapted SMT model for NE translation: perform tuning
of the baseline PBMT on the subset of extracted NEs (such a model can be useful for
the Named Entities that should be translated, but are not directly available in the NE
dictionary, eg. General Division of Land Management, Housing and Patrimony [ORGANI-
ZATION] )

3 Related Work

The mainstream approach for Named Entity integration into an SMT framework is to detect a
NE (with an existing NER) and apply an external translation model (NE-translator) to translate
the detected NE. The translation proposed by the external model is then integrated into SMT

2In our experiments, we take α= 0.5.
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a) as a default translation (Li et al., 2009; Huang and Vogel, 2002), b) added dynamically to
the phrase-based table to compete with other phrases (Turchi et al., 2012; Hermjakob et al.,
2008; Bouamor et al., 2012), c) replaced by a fake (non-translatable) value, which is replaced
by the initial Named Entity once the translation is done (applied for non-translatable NE in
(Tinsley et al., 2012)).

This approach mainly addresses the disambiguation issue when translating Named Entities
(given that NER is actually able to disambiguate properly), in order to guarantee a correct NE
translation.

The sparsity problem is partially addressed either by extracting bilingual Named Entities from
the parallel corpus and appending them to the training data, in order to improve the alignment
procedure (Bouamor et al., 2012; Okita et al., 2010). However, this approach does not allow
to generalize the information learned from the training data for new, unseen Named Entities.

Several "soft" integrations of the NE-translator were previously suggested (Turchi et al., 2012;
Hermjakob et al., 2008; Bouamor et al., 2012), where a translation proposed by the NE-
translator competes with other phrases of the phrase-table. This allows not to decrease the
final translation quality when a wrong NE is proposed by the NER system (either because it
is not suitable for an external NE-translator, or because of an error has been done by NER).
But this approach does not allow to correct the output of the NER system, and at best it allows
simply not to decrease the translation quality due to a wrongly-formed Named Entity, but there
is no possibility to improve the final translation in this approach.

The closest work to ours is the one by (Hermjakob et al., 2008), who addresses a problem of
NE transliteration for Arabic-English translation. Similar to our approach, the authors propose
to adapt the transliteration model for the translation task, and to "learn" when the translitera-
tion is actually helpful for SMT, rather than trust blindly the NER and transliterate every output
of the NER system (which may often introduce new errors). However, the way this adaptation
is done is very different from what we propose. It relies on annotations done on the parallel
training corpus, where each Arabic token/phrase is marked if its transliteration is found in the
corresponding English sentence. This annotated corpus is then used to train a transliteration
model. However it is not straightforward that the thus learned transliteration model is actu-
ally one that improves the final translation quality: the authors report similar results in terms
of BLEU to those of a baseline SMT, although the model appears to improve the Named En-
tities translation (measured in terms of NEWA (Hermjakob et al., 2008)). This indicates that
although overall NE translations were improved, probably the context in which they occurred
was less accurate, or in some cases the errors done by NER (or the transliterator) led to worse
translation. Our NER postprocessing approach optimizes explicitly the final translation score,
and can actually be complementary to the approach taken by (Hermjakob et al., 2008). More-
over, some heuristics used by (Hermjakob et al., 2008) (such as applying the transliteration
model only to NEs that occurred less than 50 times in training data) can be taken into account
in our approach in a more flexible way, at the same time as other important features (e.g. the
context in which NE occurs, the confidence of the proposed transliteration etc.).
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Table 1: Statistics for the train and test data.

Data set Nb units Nb tokens En Nb tokens Fr
train 152525 3176875 2914542
extra monolingual data 118946 - 4331604
dev-set, MERT-tuning 1100 36484 40474
dev-set, NE prediction mode 1100 36672 41052
test-abstracts 426 45115 58549
test-titles 2000 23888 30786

4 Experiments

4.1 Data and baseline

The training set of parallel sentences was further extended with a subset of the JRC-Aquis3

corpus, based on the domain-related Eurovoc categories. Overall, the in-domain training data
consist of 3M tokens per language.

We have extracted two development sets containing both abstracts and titles. The first dev-set
was used for the MERT optimisation of the NE-reduced translation model. The second dev-set
was used for training the NE prediction model2.2.2. Both dev-sets were extracted from truly
in-domain data (INRA & FAO)

We tested our approach on two different types of texts extracted from in-domain data: 2000
titles (test-titles) and 500 abstracts (test-abstracts). Statistics about the train and test data are
given in table 1.

We used a phrase-based SMT model trained by Moses(Koehn et al., 2007) with standard Moses
settings (5-gramm LM, lexicalized reordering) on this data as the baseline translation system
for our experiments.

4.2 NER adaptation

4.2.1 Rule-based NER adaptation

As a baseline NER system we used the NER component of the Xerox Incremental Parser (XIP
(Aït-Mokhtar et al., 2002)) for English. The baseline NER system is rule-based and recognizes
a large number of different Named Entities: date, person, numerical expressions, location
names, organization names, events.

We ran XIP on a development corpus and extracted lists of NEs: PERSON, ORGANISATION,
LOCATION, DATE. We then identified a list of common names and function words that should
be eliminated from the NEs. In the XIP grammar NEs are extracted by local grammar rules as
groups of labels that are the POS categories of the terminal lexical nodes in the parse tree. The
post-processing consisted in re-writing the original groups of labels by ones that exclude the
unnecessary common nouns and function words (see section 2.2.1).

3http://langtech.jrc.it/JRC-Acquis.html
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4.2.2 Prediction model for choosing NE translation model

The prediction model for SMT adaptation relies on the following features:

• Named Entity frequency in the training data;

• confidence in the translation of NE dictionary; (if nes: source named entity, net : transla-
tion suggested for nes by NE dictionary, we measure confidence as p(net |nes) estimated
on the training data used to create NE dictionary );

• a collection of features defined by the context of the Named Entity: the number of fea-
tures in this collection corresponds to the number of trigrams that occur in the training
data of the following type: a named entity place-holder extended with its 1-word left
and right context (eg. the +NE_DATE,);

• the probability of the Named Entity in the context, estimated from the source corpus
(3-gram Language Model);

• the probability of the place-holder replacing a Named Entity in the context (3-gram
reduced Language Model);

The corpus used to train the prediction model contains 2000 sentences (a mixture of titles and
abstracts). A labelled training set is created out of a parallel set as described in 2.2.2. We
used the TER (translation edit rate) score for measuring individual sentence scores. Overall,
we obtain 461 labelled samples, with 172 positive examples, 183 negative examples, and 106
neutral examples (the samples where both SM TN E and SM T provide the same translation).
We learn a 3-class SVM prediction model and we choose to replace only the NEs that are
classified as positive at test time.

4.3 NE-enriched SMT training

We train a hybrid reduced translation model replacing a Named Entity by a place-holder with
probability α= 0.5 as described in section 2.3. The NE-translator performs as follows:

• First, it checks whether a NE translation is available in the NE dictionary extracted from
the parallel corpus (which contains 11347 entries);

• If no translation is found in the NE dictionary, a baseline SMT model, with weights tuned
on a subset of NEs extracted from the parallel corpus, is used as a back-off.

4.4 Evaluation

We evaluate the performance of different translation models using both BLEU (Papineni et al.,
2001) and TER (Snover et al., 2006) metrics. We compare the following translation models:

• SM T : a baseline phrase-based statistical translation model without Named Entity treat-
ment;

• SM TN E−basel ine: NE-enriched SM T (described in 2.1) where the baseline NER is used
(no NER post-processing is done);
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• RB-adapted SM TN E−RB : SM TN E where only the first post-processing step (rule-based
NE structure modification described in 2.2.1) is applied to the baseline NER;

• SM TN E−M L: SM TN E where only the second post-processing step (prediction model de-
scribed in 2.2.2) is applied to the baseline NER;

• SM TN E− f ul l : SM TN E relying both on rule-based and machine learning post-processing
steps for NER.

We also compare the results of our NE-enriched system to the approach used by (Turchi et al.,
2012) where the NE translations provided by an external dictionary (the NE dictionary ex-
tracted from the parallel corpus in our case) are suggested as dynamic bi-phrases (using Moses
XML tagging mechanism) to the decoder. We refer to the approach used in (Turchi et al., 2012)
as SM TN E−Turchi; this is the soft NE integration into the model (soft XML tagging option of
Moses), which may choose the NE translation between the one suggested by the NE dictionary
and the one suggested by the baseline SMT during the decoding process. In principle, this NE
integration is more flexible than the pipeline approach we adopt. However, this approach does
not have the generalization capability of our NE-enriched model.

Table 2: Results for NER adaptation for SMT

Model test-titles test-abstracts
BLEU TER BLEU TER

SM T (baseline) 0.3135 0.6566 0.1148 0.8935
SM TN E−Turchi 0.3135 0.6565 0.1149 0.8934
SM TN E−basel ine 0.3213 0.6636 0.1211 0.9064

SM TN E−RB 0.3258 0.6605 0.1257 0.8968
SM TN E−M L 0.3371 0.6523 0.1228 0.9050
SM TN E− f ul l 0.3421 0.6443 0.1341 0.8935

The translation results for the models described above are reported in Table 2.

First, we abstract from NER adaptation, and compare two approaches relying on the non-
adapted NER, to evaluate our NE-enriched SMT model. We show that our approach
SM TN E−basel ine performs better than SM TN E−Turchi . We believe that this gain is due to the
generalization capacity of our model. Indeed, since the training data we used is relatively
small, the sparsity issue is very important in this setting, and the capacity to generalize the
observed NE occurrences helps our model. We see that SM TN E−Turchi performance is very
close to the baseline SMT. This is probably due to the fact that the only NEs that are integrated
are those that are already present in the training corpus, and no external knowledge was in-
jected. This is, however, also the case for our model, and we believe that adding an external
NE dictionary might improve both models.

Second, we note that each of the NER adaptation post-processing steps (SM TN E−RB and
SM TN E−M L) brings improvements compared to the case when non-adapted NER is used
(SM TN E−basel ine). Finally, we see that the combination of both steps gives the best results,
which proves that these two steps complement each other and are both important for the final
translation quality.
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Table 3: Named Entity density in the test data

NE type test-titles test-abstracts
NEs detected NEs selected NEs detected NEs selected

DATE 191 48 (25%) 121 32 (26%)
LOCATION 127 28 (22%) 61 20 (32%)
LOCORG 614 190 (30%) 189 44 (23%)

ORGANISATION 132 38 (28%) 210 33 (15%)
PERSON 95 44 (46%) 79 31 (39%)
EVENT 3 1 (33%) 3 0
UNIT 6 0 82 3 (3%)

PERCENT 2 1 (50%) 84 20 (23%)
Total 1170 350 (29%) 823 183 (22%)

4.4.1 Error analysis

We have performed some error analysis to find out the interaction between various aspects of
our model with the final translation performance.

First, we carried out a small-scale manual evaluation of NER over around 500 entities for
English. The recall of for all the NEs ( including non-detectable NE types) was 53% and the
precision was 86%. The types of NEs not detected but potentially relevant were projects, titles
and biological entities. The worse performance among detectable NE types was observed for
the organization names (precision: 80%, recall: 68%). This performance can be explained by
the domain specificity of our data which is very different from the one (news articles) which
was used for NER development.

Second, we looked at the NE density in the corpus and how the integration of the prediction
model impacts it. Table 3 reports the number of different NEs (by type) detected in total in
each test set, and the number of NEs that were selected by the prediction model (meaning
that the integration of these NEs has the potential to improve the final translation). First, we
see that we select only 29% of the total entities detected in the titles test set, and even fewer
(22%) in the abstracts test set. We also observe that NEs density is lower in the abstracts than
in the titles, and that the frequency of NE types differs between titles and abstracts: abstracts
contain more UNIT and PERCENT types, which are less ambiguous and easier to handle for the
baseline SMT. The above mentioned points may also explain lower impact after NE integration
on the abstracts test.

We see that the NEs most frequently retained by the prediction model are the PERSON names
which are probably the most sparse entities, which can be translated independently of the
context. We also see that we retain much fewer ORGANISATION types in the abstracts test
compared to the titles test: this is due to the fact that the organization names that occur in
the titles are frequent acronyms (eg. FAO, ONU, INRA) which are well handled by NER, while
abstracts contain more ambigous and difficult to detect organization names (eg. table 4, ex.3:
Confederation of Agricultural Workers).

Finally, table 4 shows some examples extracted from each of the tests on how NE integration
impacts the final translation. We see some cases where it is important to have a separate
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Table 4: Examples of English-French translations with and without NE integration.

test-titles

1
Src: Comparison of the morphometric indexes of the grasshopper tippet Schistocerca gre-
garia Forskael, 1775 at Adrar and at Tamanrasset (Sahara, Algeria) in 1995
Baseline: Comparaison de l’étude de l’index grasshopper tippet Schistocerca gregaria,
Forskael 1775 sur tomate et à Tamanrasset (Sahara algérien) en 1995
NE-full: Comparaison des indices morphometriques de la grasshopper tippet Schistocerca
gregaria Forskael, 1775 sur le terrain à Adrar et à Tamanrasset (Sahara algérien) en 1995

2
Src: Decisions in favour of the future generations. Proceedings of the Conference, Brussels, 8
May 1996 [with contributions of George, S.; Rahman A.; Alders, H.; Platteau, J.P.]
Baseline: Les décisions en faveur des générations futures. Compte rendu de la conférence,
bruxelles, 8 peut 1996 [ avec les apports de George, S.; Rahman A.; l’aulne, H.; Platteau, J.P. ]
NE-full: Les décisions en faveur des générations futures. Compte rendu de la conférence,
bruxelles, le 8 mai 1996 [ avec les apports de George, S.; Rahman A.; l’aulne, H.; Platteau, J.P.
]

test-abstracts

3
Src: The Author , F. Mellozzini , carries out an in - depth analysis of the objectives of agricul-
tural policy which have arisen during a meeting on " Which kind of agriculture for the 1980 ’s?
" held in Rome by the Confederation of Agricultural Workers on 18 - 19 October .
Baseline: L’auteur, F., Mellozzini exerce une analyse des objectifs de la politique agricole qui
ont ainsi présentée au cours de la réunion, sur " dont la nature de l’agriculture de la 1980 ? "
tenue à Rome par la mobilité des salariés agricoles sur 18 - 19 octobre.
NE-full: L’auteur, F. Mellozzini, exerce une analyse approfondie des objectifs de la politique
agricole qui ont ainsi présentée au cours de la réunion sur " qui la nature de l’agriculture pour
1980 ? " tenue à Rome par la confédération des travailleurs agricoles en 18 - 19 octobre.

5
Src: These studies allowed the drawing up of a balance of its qualities and limits observed , its
effectiveness in natural conditions and provide the opportunity to share some ideas on the use
in Africa of the South American auxiliary .
Baseline: ces études ont permis l’établissement d’un bilan de ses qualités et limites observés,
son efficacité en conditions naturelles et prévoir la possibilité d’action des idées sur l’utilisation
en Afrique du Sud auxiliaires américaine.
NE-full:Ces études ont permis l’établissement d’un bilan de ses qualités et limites observés,
son efficacité en conditions naturelles et de prévoir la possibilité à part quelques idées sur
l’utilisation en Afrique des auxiliaires d’Amérique du Sud.

3
Src: Farmers are willing to pay between 13.5 percent and 14.5 percent of the value of the
premium rate demanded by insurance companies .
Baseline: les agriculteurs sont prêts à payer pour cent entre 13.5 et 14.5 pour cent de la
valeur de la prime taux exigées par les sociétés d’assurance.
NE-full: les agriculteurs sont prêts à payer entre 13,5 pour cent et 14,5 pour cent de la valeur
de la prime taux demandées par les compagnies d’assurance.

translation model for the NE itself (ex. 1, 2, 3 and 5). At the same time, we see that although
the NE translation did not change, the surrounding context was better translated: ex. 3 "sur
DATE" vs "en DATE", ex.4 : auxiliary was better placed in the translation.
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Finally, we would like to note that our test set is rather difficult both for NER, and for MT
translation. We believe that application of the same NER integration on an easier data set
(with higher NER performance) may lead to higher improvements.

5 Discussion and Perspectives

In this work we have addressed the main problems of Named Entities integration into an SMT
framework. We have proposed an approach that is able to generalize the Named Entity context
observed in the training data and re-use it for new (unseen) NE translations. Our approach
can also integrate one or several external NE-translators, and allows to choose an adapted NE-
translator for each NE. The choice of the adapted NE-translator model is done via a prediction
model that relies on features specific to the NE itself, the context in which it occurs and also
the baseline SMT model which is enriched with NER. In addition, we propose a set of NER
post-processing rules that allow to modify the NE structure in order to produce better NE
segmentation for integration within SMT. We have shown empirically that each aspect of our
model is important, and that the combination of all of them leads to the best results (2-3 BLEU
points improvement over a baseline for two different test sets).

This framework opens several possible future research directions. First, NER-SMT integration
pipeline can be replaced by a confusion network representation, where the best NE translation
model will be chosen internally by the decoder. The prediction model scores can serve a basis
for assigning a score for each alternative path in the confusion network.

Second, the procedure of creating an annotated training set for learning the prediction model
which optimizes the MT evaluation score (described at 2.2.2) can be applied to other tasks
than NER adaptation. More generally it can be applied to any pre-processing step done be-
fore translation (eg. spell-checking, sentence simplification, reordering, or any other source
modification which might help to produce a better translation). The advantage of applying a
prediction model to these steps is to make the pre-processing model more flexible and better
adapted to the SMT task it is applied to.

Finally, in our experiments we have only used three options for the NE-translator: a NE dic-
tionary extracted out of parallel data, a SMT model tuned for NE translation and a baseline
SMT model. There are many other options that need to be explored, among them integrating
an external NE dictionary mined from Wikipedia or LinkedData or creating specific translation
models for each NE type.
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ABSTRACT 

Recently, confusion network based system combination has applied successfully to various 
machine translation tasks. However, to construct the confusion network when combining the 
Chinese translation outputs from multiple machine translation systems, it is possible to either 
take a Chinese word as the atomic unit (word-level) or take a Chinese character as the atomic unit 
(character-level). In this paper, we compare word-level approach with character-level approach 
for combining Chinese translation outputs on the NIST'08 EC tasks and IWSLT'08 EC CRR 
challenge tasks. Our experimental results reveal that character-level combination system 
significantly outperforms word-level combination system.  

 

KEYWORDS : machine translation; system combination; confusion network; Chinese translation 
output  
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1 Introduction 

In recent years, the confusion network based system combination seems to be an expedient 
powerful means to improve the translation quality in many machine translation tasks empirically, 
which aims at combining the multiple outputs of various translation systems into a consensus 
translation (Chen et al., 2009; Feng et al., 2009; He et al., 2008; Rosti et al., 2007; Watanabe & 
Sumita, 2011). Confusion network based system combination picks one hypothesis as the 
skeleton and aligns the other hypotheses against the skeleton to form a confusion network. The 
path with the highest score represents the consensus translation. 

Previous work on system combination most focus on combining translation outputs in Latin 
alphabet-based languages, in which sentences are already segmented into words sequences with 
white space before constructing the confusion network. However, for Asian Language, such as 
Chinese, Japanese, and Korean etc., words are not demarcated originally in the translation output. 
Thus, in those languages processing, the first step is to segment the translation output into a 
sequence of words. Instead of segmenting the translation output into words, an alternative is to 
split the translation output into characters, which can be readily done with perfect accuracy. It is 
possible that take either a word or a character as the smallest unit to construct the confusion 
network for system combination. So far, there has been no detailed study to compare the 
translation performance of these two combination approaches (word-level vs. character-level). 

In this paper, we compare the translation performance of confusion network based system 
combination when the Chinese translation output is segmented into words versus characters. 
Since there are several Chinese word segmentation (CWS) tools that can segment Chinese 
sentences into words and their segmentation results are different, we use three representative 
CWS tools in our experiments. Our experimental results on the NIST'08 EC tasks and IWSLT'08 
EC CRR challenge tasks reveal that character-level combination approach significantly 
outperforms word-level combination approach. That is, the Chinese translation outputs to be 
combined are not needed to be segment into words. 

2 Related work 

It is a long debating issue that which one, word or character, is the appropriate unit for Chinese 
natural language processing. J. Xu, et al. investigated CWS for Chinese-English phrase-based 
statistical machine translation (SMT), and found that a system which relied on characters 
performed slightly worse than when it used segmented words (Xu et al., 2004). R. Zhang, et al. 
reported that the most accurate word segmentation is not the best word segmentation for SMT 
(Zhang et al., 2008). P-C Chang, et al. optimized CWS granularity with respect to the SMT task 
(Chang et al., 2008). M. Li, et al. compared word-level metrics with character-level metrics, and 
demonstrated that word segmentation is not essential for automatic evaluation of Chinese 
translation output (Li et al., 2011). J. Du utilized a character-level system combination strategy to 
improve translation quality for English-Chinese spoken language translation (Du, 2011). 

3 Confusion network based system combination for Chinese translation output 

One of the crucial steps in confusion network based system combination is to align different 
hypotheses to each other. A variety of monolingual hypothesis alignment strategies have been 
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proposed in recent years, such as GIZA++-like approach (Matusov et al., 2006; Och & Ney, 
2003), TER (Snover et al., 2006), IHMM (He et al., 2008), and IncIHMM (Li et al., 2009) etc. It 
had been reported that IHMM is the most stable among the first three approaches (Chen et al., 
2009). To get higher quality hypothesis alignment, we utilize the IHMM approach to align 
translation output. 

IHMM approach uses a similarity model and a distortion model to calculate the conditional 
probability that the hypothesis is generated by the skeleton. The similarity model, which models 
the similarity between a word in the skeleton and a word in the hypothesis, is a linear 
interpolation of the semantic similarity and surface similarity. 

' ' '( | ) ( | ) (1 ) ( | )j i sem j i sur j ip e e a p e e a p e e                                                             (1) 

The interpolation weight α is empirically set as 0.3. 

For Chinese translation output, the semantic similarity between two Chinese words or two 
Chinese characters can also be estimated by using the source word sequence as a hidden layer. 
Because it is very hard to get the longest matched prefix or the longest common subsequence 
between two Chinese words or two Chinese characters, the surface similarity is based on exact 
match, that is, the surface similarity is set 1 if the word or character e' is the same as e, and is set 
0 otherwise. 

Given a source sentence: "Pakistan cleric says would rather die than surrender" and three 
translation hypotheses: "巴基斯坦称死不投诚", "巴基斯坦说死不投诚", "巴基斯坦说死于投
诚", we can use IHMM approach to align the hypotheses at character-level and word-level. The 
character-level and word-level confusion networks are built as shown in FIGURE 1. Finally, the 
consensus translation can be obtained by confusion network decoding. 

斯 (1.0)巴 (1.0) 基  (1.0) 投 (1.0)死 (1.0) 诚 (1.0)坦 (1.0)

0 4 5

称 (1/3)

说 (2/3)

6 7

于 (1/3)

不 (2/3)

1 2 3 98

 

(a) A character-level confusion network 

 

(b) A word-level confusion network 

FIGURE 1-Character-level and word-level confusion networks 
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4 Experimental results 

4.1 Data 

To compare the performance of word-level combination system with character-level combination 
system, we conduct experiments on two datasets, in the newswire translation domain and the 
spoken language translation domain. 

The test set of NIST'08 English-to-Chinese translation task contains 127 documents with 1,830 
segments. Each segment has 4 reference translations and the system translations of 11 machine 
translation systems, released in the corpus LDC2010T01. The best 7 submitted system outputs 
from the constrained training track are chose to participate in system combination, and a 4-gram 
language model is trained on the official released data LDC2005T14. A 3-fold cross-validation is 
used to compare the combination performance, the test set is randomly partitioned into three parts, 
two of them are utilized as development set and the rest is utilized as test set. 

Experiments on spoken language translation domain are carried out on the IWSLT'08 English-to-
Chinese CRR challenge task. We use the bilingual training data provided by IWSLT evaluation 
campaign (Paul, 2008). The development set contained 757 segments and the test set contained 
300 segments, each segment with 7 human reference translations. 

4.2 Automatic evaluation of Chinese translation output 

It has been reported that character-level automatic metrics correlate with human judgment better 
than word-level automatic metrics for Chinese translation evaluation (Li et al., 2011). To measure 
the translation performance of word-level combination system and character-level combination 
system, several off-the-shelf automatic metrics, namely BLEU (Papineni et al., 2002), NIST 
(Doddington, 2002), METEOR (Banerjee & Lavie, 2005), GTM (Melamed et al., 2003), and 
TER (Snover  et al., 2006), are used at character-level. Unless otherwise stated, the performance 
of Chinese translation is measured with character-level metrics scores. Because better automatic 
evaluation metrics leading to better translation performance for parameters optimization (Liu et 
al., 2011), the feature weights of confusion network based combination system are tuned based 
on character-level BLEU score. 

4.3 Results 

For NIST'08 EC task, the submitted outputs of 7 systems are combined: system 01, system 03, 
system 17, system 18, system 24, system 28, and system 31. Due to words are not demarcated in 
the system outputs, we must divide the output into words or characters to facilitate hypothesis 
alignment before combining the outputs. Since there are a number of CWS tools and they 
generally give different segmentation results. To consistently segment the Chinese outputs into 
word sequences, we experimented with three different CWS tools, namely ICTCLAS (Zhang et 
al., 2003), Stanford Chinese word segmenter (STANFORD) (Tseng et al., 2005), Urheen (Wang 
et al., 2010). TABLE 1 summary the performance for character-level combination system and 
word-level combination systems.  The "Character" row shows the translation performance after 
the system outputs are split into characters. The "ICTCLAS", "STANFORD", and "Urheen" rows 
show the scores when the system outputs are segmented into words by the respective CWS tools. 
Compared to word-level combination systems, the character-level combination system improves 
the translation performance. This improvement is statistically significant (p < 0.01). 
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TABLE 1-The performance of word-level systems and character-level system on NIST'08 EC 
task 

DEV TST 
Average 

BLEU NIST METEOR GTM TER BLEU NIST METEOR GTM TER 

system 01 33.38  8.67  48.51  73.91 56.56  33.38 8.45  48.51  73.96  56.56 

system 03 38.06  8.52  50.35  73.94 51.73  38.06 8.26  50.35  73.96  51.73 

system 17 31.30  7.47  44.99  68.10 56.45  31.30 7.26  44.99  68.15  56.45 

system 18 32.02  7.23  45.24  68.46 56.51  32.02 7.03  45.24  68.52  56.51 

system 24 40.04  9.35  52.14  77.43 51.16  40.04 9.07  52.14  77.48  51.16 

system 28 33.60  7.86  46.71  70.85 57.58  33.60 7.64  46.71  70.91  57.58 

system 31 40.04  9.62  52.94  77.29 51.99  40.04 9.33  52.94  77.37  51.99 

ICTCLAS 40.63  9.48  52.03  78.41 52.96  40.44 9.18  51.86  78.14  53.11 

STANFORD 40.27  9.44  51.69  78.59 53.89  40.05 9.13  51.60  78.48  54.00 

Urheen 40.13  9.39  51.60  78.17 53.44  39.91 9.06  51.47  77.91  53.51 

Character 42.73  9.90  53.99  79.63 51.15  42.71 9.58  53.97  79.52  51.08 

Besides combining the submitted system outputs in which words are not delimited on NIST'08 
EC task, we also conduct experiments on system outputs that have been segmented into word 
sequences on IWSLT'08 EC CRR challenge tasks. The state of the art SMT systems, Moses 
(Koehn et al., 2006) and Joshua (Li et al., 2009), are exploited to generate N-best lists for system 
combination. We segment the Chinese sentences in bilingual training data into word sequences, 
and train several English-to-Chinese SMT systems to decode the development set and test set of 
IWSLT'08 EC CRR challenge tasks. The N-best list hypotheses can be seemed to have been 
segmented into words by the same CWS tool that is used to segment the Chinese sentences in the 
training data. 

TABLE 2 shows the translation performance when translation outputs to be combined are with 
different word granularity. Two SMT systems are combined: JoshuaICTCLAS, and JoshuaSTANFORD. 
JoshuaICTCLAS represent the Joshua system that Chinese sentences in the training data have been 
segmented into words by ICTCLAS tools, thus the outputs to be combined can be seemed to have 
been segmented into words by ICTCLAS tools. While JoshuaSTANFORD represent the Joshua 
system that Chinese sentences in the training data have been segmented into words by 
STANFORD tool. Because the outputs to be combined have been segmented into words with 
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different granularity, we must consistently re-segment the outputs into words or characters before 
system combination. The "ICTCLAS", and "STANFORD" rows show the scores when the 
system outputs are re-segmented into words by the respective Chinese word segmenters. 
Compared to word-level combination systems, "ICTCLAS", and "STANFORD", the character-
level combination system, "Character", significantly improves the translation performance. 

TABLE 2-The performance of word-level combination systems and character-level combination 
system on IWSLT'08 CRR EC task when Chinese translation outputs are originally segmented 
with different word granularity 

DEV TST 
 

BLEU NIST METEOR GTM TER BLEU NIST METEOR GTM TER 

JoshuaICTCLAS 76.02  11.12 80.10  87.91 18.82 48.34  7.50  62.34  76.98 36.70 

JoshuaSTANFORD 76.00  11.14 79.82  87.99 18.89 47.81  7.44  61.94  76.60 36.27 

ICTCLAS 76.29  11.02 79.01  87.55 19.26 49.29  7.43  62.31  76.94 36.27 

STANFORD 76.23  11.23 79.82  87.87 18.97 48.96  7.54  62.12  77.29 36.20 

Character 76.68  11.23 80.32  88.44 18.81 49.59  7.63  63.51  77.55 35.69 

TABLE 3-The performance of word-level combination systems and character-level combination 
system on IWSLT'08 CRR EC task when Chinese translation outputs are originally segmented by 
the same CWS tool 

DEV TST 
 

BLEU NIST METEOR GTM TER BLEU NIST METEOR GTM TER 

MosesICTCLAS 75.43  11.02 79.38  87.33  19.46 46.24 7.26  61.56  76.33 37.10 

JoshuaICTCLAS 76.02  11.12 80.10  87.91  18.82 48.34 7.50  62.34  76.98 36.70 

ICTCLAS 77.01  11.27 80.80  88.51  18.89 48.48 7.57  62.91  77.67 37.03 

Character 77.51  11.30 80.81  88.73  18.59 48.97 7.59  63.60  77.72 36.49 

When the outputs to be combined are generated by the SMT systems, MosesICTCLAS, and 
JoshuaICTCLAS, in which the Chinese sentences in the training data have been segmented into 
words by the same CWS tool ICTCLAS, TABLE 3 shows the character-level combination 
system still consistently outperforms the word-level combination system even though the 
translation outputs to be combined are with the same word granularity. 
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Conclusion and discussion 

In this paper, we conducted a detailed study of character-level versus word-level confusion 
network based system combination for Chinese translation output. The experimental results on 
NIST'08 EC tasks and IWSLT'08 EC CRR challenge tasks show that character-level combination 
system significantly outperforms word-level combination systems.  

There are two possible reasons for character-level combination system better than word-level 
combination systems. First, Chinese sentences can be split into characters with perfect accuracy; 
however, there is not a CWS tool to perform 100% yet. Therefore, outputs can be segmented into 
characters more consistently, which lead to generate high quality monolingual hypothesis 
alignment to help construct confusion network. Secondarily, Chinese character is a smaller unit 
than Chinese word (containing at least one character) for constructing confusion network. Thus, 
character-level confusion network based system combination has more choice to produce better 
consensus translation. 
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ABSTRACT
Semantic Web aims to allow machines to make inferences using the explicit conceptualisa-
tions contained in ontologies. By pointing to ontologies, Semantic Web-based applications
are able to inter-operate and share common information easily. Nevertheless, multilin-
gual semantic applications are still rare, owing to the fact that most online ontologies are
monolingual in English. In order to solve this issue, techniques for ontology localisation
and translation are needed. However, traditional machine translation is difficult to apply
to ontologies, owing to the fact that ontology labels tend to be quite short in length and
linguistically different from the free text paradigm. In this paper, we propose an approach to
enhance machine translation of ontologies based on exploiting the well-structured concept
descriptions contained in the ontology. In particular, our approach leverages the seman-
tics contained in the ontology by using Cross Lingual Explicit Semantic Analysis (CLESA)
for context-based disambiguation in phrase-based Statistical Machine Translation (SMT).
The presented work is novel in the sense that application of CLESA in SMT has not been
performed earlier to the best of our knowledge.

KEYWORDS: Ontology Translation, Word-Sense Disambiguation, Statistical Machine trans-
lation, Explicit Semantic Analysis, Ontology Localisation.
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1 Introduction

An ontology is a formal specification of a shared conceptualization (Gruber, 1993). Since the
rise of Semantic Web, many ontology-based applications have been developed, for instance
in the fields of ontology-based information extraction (Buitelaar et al., 2008), semantic
search (Fernandez et al., 2008) and cross lingual information extraction (Embley et al.,
2011). Nevertheless, due to the fact that most of the ontologies have been documented
only in English and multilingual ontologies are rare, semantic applications that exploit
information across natural language barriers are uncommon. In order to cross such barriers,
a critical mass of multilingual ontologies is needed, as well as methods and techniques
for ontology localisation and translation. In fact, ontology localisation, or the adaptation
of an ontology to a particular language and culture (Espinoza et al., 2008a) has been
identified as one of the key challenges of the multilingual Semantic Web (Gracia et al., 2012).

Translation of an ontology documented in a source language into target language
is one of the most important steps in ontology localisation. Translating the ontology affects
the lexical layer of an ontology. This layer includes all the natural language description
including labels, comments, definitions, and associated documentation to make that
ontology understandable for humans (Cimiano et al., 2010).

Ideally, ontology translation has to be supported by automatic methods, as finding
domain experts knowing many languages is very difficult and expensive. It can be achieved
by using machine translation (MT) techniques. Unfortunately, the labels in the ontologies
pose extra challenges for standard practices in MT because of the different linguistic
structure and short text length of the ontology labels compared to the free text paradigm
(McCrae et al., 2011). In fact, ontology labels need not to be fully grammatically-correct
sentences. Thus, a single ontology label typically constitutes a poor context to disambiguate
the candidate translations of a lexical entry contained in that label.

It has been shown that performing word sense disambiguation (WSD) using the
surrounding words for disambiguating the possible translations improve machine translation
(Carpuat and Wu, 2007) (Chan et al., 2007). Following a similar intuition, such context
disambiguation can also be applied to the translation of ontologies (Espinoza et al., 2008a).
In that case, the ontology concepts are precisely defined and related to other concepts.
Thus, the context of a concept can be enriched with the labels and textual descriptions of its
connected concepts, and such context can be exploited for semantic disambiguation.

Therefore, we want to leverage the context from the ontology for improving the
translation of labels. In this work, we use Cross Lingual Explicit Semantic Analysis
(CLESA) based context disambiguation between the ontology context and the translation
candidates, to rank the candidates, in the phrase-based Statistical Machine Translation
(SMT) architecture. In our experiments, we use the labels of the connected entities of the
source label in the ontology as the ontological context for any lexical entry, which comes
from the source label.

This paper describes an approach that exploits ontological context from the ontol-
ogy for improving automatic translation of the ontology labels. In particular, we have
investigated the use of CLESA in SMT for this purpose. The remainder of this paper
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is structured as follows: Section 2 discusses some background required for better
understanding of the rest of the paper. Section 3 describes the approach for using CLESA
based WSD in SMT for ontology translation. Section 4 explains the evaluation setup
and reports the experimental results. Section 5 describes some related work about the
translation of ontologies. Finally, conclusions and future work are reported in the final
section of the paper.

2 Background
In order to allow a better understanding of the rest of the paper, we briefly introduce here
some basic notions of the techniques used in our approach.

2.1 Statistical Machine Translation
The statistical machine translation model utilizes the standard source-channel approach for
statistically modeling the translation problem (Koehn et al., 2003) as follows:

ar gmax t g t P(t g t|src) = ar gmax t g t P(src|t g t) PLangModel(t g t) (1)

In equation 1, src and tgt refer to the source phrase and translated phrase respectively.
The heuristic-based search is performed by the machine translation decoder to deduce the
translation candidate with the maximum probability given the source phrase.

Phrase-based models generally perform better than word-based models as the phrase-based
model tries to learn more of the local context and reduces the restrictions of word-based
translation by translating whole sequences of words (Koehn et al., 2003). The phrases here
are a sequence of words with all possible n-grams rather than only the linguistically correct
phrases.

2.2 Cross Lingual Explicit Semantic Analysis
Explicit Semantic Analysis (ESA) was introduced by (Gabrilovich and Markovitch, 2007),
and allows the semantic comparison of two texts with the help of explicitly defined
concepts. In contrast, other techniques such as Latent Semantic Analysis (Landauer and
Foltz, 1998) and Latent Dirichlet Allocation (Blei et al., 2003) build unsupervised concepts
considering the correlations of the terms in the data. ESA is an algebraic model in which
the text is represented with a vector of the explicit concepts as dimensions. The magnitude
of each dimension in the vector is the associativity weight of the text to that explicit
concept/dimension. To quantify this associativity, the textual content related to the explicit
concept/dimension is utilized. This weight can be calculated by considering different
methods, for instance, tf-idf score. A possible way of defining concepts in ESA is by means
of using the Wikipedia 1 titles as dimensions of the model and the corresponding articles
for calculating the associativity weight (Gabrilovich and Markovitch, 2007), thus taking
advantage of the vast coverage of the community-developed Wikipedia. A compelling
characteristic of Wikipedia is the large collective knowledge available in multiple languages,
which facilitates an extension of existing ESA for multiple languages called Cross-lingual

1http://www.wikipedia.org/
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Explicit Semantic Analysis (CLESA) (Sorg and Cimiano, 2008). The articles in Wikipedia
are linked together across language, and this cross-lingual linked structure can provide a
mapping of a vector in one language to the other. Thus, Wikipedia provides the comparable
corpus in different languages, which is required by CLESA.

To understand CLESA, lets take two terms ts in source language and t t in the tar-
get language. As a first step, a concept vector for ts is created using the Wikipedia corpus in
the source language. Similarly, the concept vector for t t is created in the target language.
Then, one of the concept vectors can be converted to the other language by using the
cross-lingual mappings provided by Wikipedia. After obtaining both of the concept vectors
in one language, the relatedness of the terms ts and t t can be calculated by using cosine
product, similar to ESA. For better efficiency, we chose to make a multilingual index by
composing poly-lingual Wikipedia articles using the cross-lingual mappings. In such a case,
no conversion of the concept vector in one language to the other is required. It is possible
by representing the Wikipedia concept with some unique name common to all languages
such as, for instance, the Uniform Resource Identifier (URI) of the English Wikipedia.

3 CLESA with SMT for Translating Ontologies
SMT systems implicitly use the local context for a better lexical choice during the translation
(Carpuat and Wu, 2005). Accordingly, it is natural to assume that a focused WSD system
integrated with SMT system might produce better translations. We follow the direct
incorporation of WSD into SMT system as a multi-word phrasal lexical disambiguation
system (Carpuat and Wu, 2007).

The WSD probability score calculated by using CLESA is added as an additional
feature in the log-linear translation model. The CLESA based score would depend on the
ontology in which the source label lies and ergo, the context of the ontology would be used
to disambiguate the translation candidates. Equation 2 shows the integration of WSD in the
standard phrase-based MT.

ar gmax t g t P(t g t|src, O) = ar gmax t g t PTranslat ion(src|t g t)PLangModel(t g t)PSemantic(t g t|O)
(2)

Here, the computation of equation 2 requires a heuristic search by the decoder to seek the
best translation given the ontology O and the source phrase. The factor PSemantic(t g t|O)
provides the probability score for a translation candidate given the ontology. This score
is found by calculating the CLESA based semantic relatedness between the ontological
context and the translation candidates. There can be several possibilities for selecting the
context from the ontology, including the option to use the structure of the ontology for
disambiguation (Espinoza et al., 2008a). For our experiments, the ontological context
consists of labels of the connected entities to the source label in the ontology. Thereupon,
we take a bag of words used in all the labels of the ontology and build the concept vector
for the ontology to compare it with the concept vector of the translation candidates.
We have employed Stanford Phrasal library (Cer et al., 2010), which is a phrase-based
SMT system, in our architecture. It easily allows the integration of new features into
the decoding model along with the already available features in the library (Cer et al., 2010).
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Figure 1: Phrase-based SMT architecture with CLESA integration.

Fig.1 shows the architecture applied for translating the ontologies. As an example,
suppose that the SMT system has already been trained with some parallel corpus, for
instance, Europarl corpus (Koehn, 2005). It receives an example English label "Minimum
Finance Lease Payments" from a source ontology to translate it into German. The label
is broken into a phrase chunk list containing all the possible phrases by the Exhaustive
Phrase Chunker. As a next step, the Translation Source provides all the possible translation
candidates for each phrase chunk in the chunk list. Translation Source can be a phrase
table made from some parallel corpus like Europarl. Then, scores are assigned to all the
translation candidates based on several standard Translation Features exisiting in the Phrasal
library. As an additional feature, we introduce one more score based on the CLESA based
semantic relevance of the candidate against the source ontology context, which includes all
its labels. All these feature scores are combined by a log-linear model. The MERT Tuner
(Och, 2003) is just used once to learn the weights of various features used in the model
for a particular language pair. In the final step, the decoder performs search over all the
translation candidates given the scores from Translation Features and the Language Model,
and makes the German translation "Minimale Finanz-Leasing-Zahlungen".

For implementing CLESA, we followed an information retrieval based approach by
creating a Lucene 2 inverted index of a Wikipedia dump from Jan, 2012. As a preprocessing
step, all the Wikipedia namespace type articles such as mediaWiki, talk, help etc. were
removed. For creating the weighted vector of concepts for a translation candidate in the

2http://lucene.apache.org/core/
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target language, the term is searched over the Wikipedia index of the respective language
to retrieve the top associated Wikipedia concepts and the Lucene ranking scores are taken
as the associativity weights of the concepts to the term. We took the top 2000 Wikipedia
concepts for our experiment as we found that increasing this number did not have any
major effect on the translation metrics, but it significantly increases the computational time.
As the ontological context for any phrase chunk, we use the source label along with the
labels from the connected entities to the source label in the ontology. Thus, the concept
vector for the ontological context is created by searching the ontological context in the
Wikipedia index of the source language.

4 Evaluation

To evaluate the integration of CLESA in the SMT architecture, we perform the translation
of several ontologies and compare the results, against reference translations, with the
translations performed by a baseline SMT system. We used widely accepted machine
translation metrics in our evaluation: WER (Popović and Ney, 2007), BLEU (Papineni et al.,
2002), NIST(Doddington, 2002), METEOR (Banerjee and Lavie, 2005). All the translations
were performed for English to Spanish, English to German and English to Dutch language
pairs.

4.1 Experimental Setup

To build a baseline SMT system, we used the Stanford Phrasal library trained on EuroParl
corpus (Koehn, 2005). In order to define our benchmark, we have used some multilingual
ontologies available online (See table 1). For tuning the SMT system using MERT tuner,
IFRS ontology was used as it contains 2757 labels (McCrae et al., 2011) for each language in
the consideration, which is quite large against the number of labels present in the ontologies
used for evaluation. We used a monolingual version of each ontology as input to the
evaluation process. Then, we used the labels in the target language as reference translations
and compared them to the translations obtained in the process. Finally, the evaluation
metrics were computed. To test the effect of CLESA-based disambiguation in SMT, we run
the experiments both with our SMT baseline system and with the CLESA integrated in the
baseline system.

4.2 Results and Discussions

Tables 2, 3 and 4 show the results in our experiments for the English to German, English to
Spanish and English to Dutch language pairs respectively.

We can see that the metric scores are low, which could be mainly because of lower
word/phrase coverage. Although, the results show an improvement in BLEU-2, METEOR,
NIST and WER (WER is better if the score is low) but not in BLEU-4. This is the result of the
linguistic differences between free-text and ontology labels. Labels of an ontology generally
tend to be shorter in length, therefore BLEU-2 (BLEU with 2-grams) gives better correlation
with the reference translations than BLEU-4 (BLEU with 4-grams). It is probably because
the average number of tokens is less than 4 in the evaluated ontologies. These metrics
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Ontology English Spanish German Dutch

GeoSkills 211 46 238 360
Crop-Wild Relatives Ontology 1030 1025 0 0

FOAF 88 79 0 0
Housing Benefits 841 0 0 841

Open EHR Reference 36 36 0 0
Registratie Bedrijven 854 0 0 854

DOAP 47 36 35 0
ITCC CI 2011 417 0 417 0

Open EHR Demographics 24 24 0 0

Table 1: Multilingual Ontologies with the number of labels in the respective languages

Ontology BLEU-4 BLEU-2 METEOR NIST WER
DOAP Baseline 0.0 0.0 0.014 0.101 1.176

CLESA 0.0 0.0 0.014 0.101 1.176
ITCC CI 2011 Baseline 0.0 0.022 0.043 0.791 1.070

CLESA 0.0 0.022 0.044 0.802 1.068
GeoSkills Baseline 0.0 0.0 0.032 0.509 1.214

CLESA 0.0 0.0 0.034 0.523 1.209
Summary Baseline 0.0 0.014 0.038 0.669 1.118

CLESA 0.0 0.014 0.039 0.680 1.117

Table 2: Baseline and Baseline+CLESA scores for English to German

do not suit well to the task of ontology translation as they do in the free text paradigm
(McCrae et al., 2011). Therefore, there is a need for the development of new metrics for
evaluating the translation of ontologies.

From the result tables, we can see that the use of the CLESA ranker slightly im-
proves the baseline results in most of the cases. The improvement is little because the
integration of CLESA does not provide new translation candidates to the system, it just gives
more weightage to the ones which are semantically more related to the ontological context.

5 Related Work

Label-Translator, developed as a NEON plug-in (Espinoza et al., 2008b), is one of the initial
initiatives to automatically localize the ontology. It does not follow SMT-centered approach
(Espinoza et al., 2008a). As a first step, it collects the candidate translations for a label by
consulting different bilingual linguistic resources and translation services such as Google
Translate. Then, it performs WSD by using the ontological context of the label against the
candidates for selecting the best one. The context in which those candidates appear in
different domains is taken from various multilingual ontologies and linguistic resources
such as EuroWordnet (Vossen, 1998). One of the pre-requisites of Label-Translator is
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Ontology BLEU-4 BLEU-2 METEOR NIST WER
DOAP Baseline 0.0 0.145 0.204 1.891 0.853

CLESA 0.0 0.149 0.211 1.985 0.853
Open EHR Demographics Baseline 0.0 0.0 0.095 0.736 1.028

CLESA 0.0 0.0 0.095 0.736 1.028
CWR Baseline 0.075 0.180 0.170 3.072 0.983

CLESA 0.074 0.180 0.175 3.152 0.986
Open EHR Reference Baseline 0.0 0.152 0.206 1.516 0.933

CLESA 0.0 0.155 0.220 1.600 0.920
GeoSkills Baseline 0.256 0.254 0.246 2.289 0.938

CLESA 0.0 0.230 0.240 2.202 0.954
FOAF Baseline 0.0 0.187 0.204 2.487 0.874

CLESA 0.0 0.187 0.204 2.487 0.874
Summary Baseline 0.069 0.177 0.175 2.888 0.971

CLESA 0.061 0.177 0.179 2.958 0.973

Table 3: Baseline and Baseline+CLESA scores for English to Spanish

Ontology BLEU-4 BLEU-2 METEOR NIST WER
Registratie Bedrijven Baseline 0.0 0.113 0.112 1.540 0.955

CLESA 0.0 0.113 0.113 1.550 0.954
Housing Benefits Baseline 0.0 0.128 0.120 1.530 0.908

CLESA 0.0 0.127 0.120 1.530 0.910
GeoSkills Baseline 0.0 0.099 0.076 1.181 1.113

CLESA 0.0 0.100 0.079 1.230 1.108
Summary Baseline 0.0 0.117 0.113 1.520 0.945

CLESA 0.0 0.117 0.114 1.528 0.944

Table 4: Baseline and Baseline+CLESA scores for English to Dutch

that it relies on the existence of the candidate translations in EuroWordNet (or similar
resources) in order to operate. On the contrary, the CLESA-based approach does not suffer
such limitation. Our approach does not, therefore, depend on the availability of external
translation services. Furthermore, thanks to the wide language coverage of Wikipedia, the
extension of the CLESA-based approach to other language pairs is straightforward.

The problem of translating ontologies has already been discussed in the context of
SMT (McCrae et al., 2011), although, not much work has been done in actually experiment-
ing with WSD in a SMT system for translating ontologies.

Therefore, we integrated CLESA into a phrase-based SMT architecture for translat-
ing labels of the ontologies. CLESA is shown to perform better than the latent concept
models in the context of cross lingual information retrieval task (Cimiano et al., 2009),
which motivated us to use it in SMT also.
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Conclusion
We have presented an approach for ontology translation that uses CLESA for leveraging the
ontological context in a Statistical Machine Translation process. Integration of CLESA based
disambiguation using all the ontology labels in SMT architecture, provides the selection
of the translation candidates given the ontological context, in contrast to the standard
phrase-based model, which considers only the local context in the label. The results show
little improvements over the baseline scores for most of the evaluation metrics, thus proving
that exploring the ontology context based disambiguation may be beneficial in the process
of translating the ontologies. Nevertheless, more research is needed in that direction
in order to attain better results. As future work, we plan to investigate better ways of
exploiting the ontological context for machine translation of labels and to compare our
system against the Label-Translator.
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ABSTRACT
This paper provides the system description of the IHMM team of Dublin City University for our
participation in the system combination task in the Second Workshop on Applying Machine
Learning Techniques to Optimise the Division of Labour in Hybrid MT (ML4HMT-12). Our work
is based on a confusion network-based approach to system combination. We propose a new
method to build a confusion network for this: (1) incorporate extra alignment information
extracted from given meta data, treating them as sure alignments, into the results from IHMM,
and (2) decode together with this information. We also heuristically set one of the system
outputs as the default backbone. Our results show that this backbone, which is the RBMT
system output, achieves an 0.11% improvement in BLEU over the backbone chosen by TER,
while the extra information we added in the decoding part does not improve the results.

KEYWORDS: system combination, confusion network, indirect HMM alignment, backbone
chosen.
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1 Introduction

This paper describes a new extension to our system combination module in Dublin City Univer-
sity for the participation in the system combination task in the ML4HMT-2012 workshop. We
incorporate alignment meta information to the alignment module when building a confusion
network.

Given multiple translation outputs, a system combination strategy aims at finding the best
translations, either by choosing one sentence or generating a new translation from fragments
originated from individual systems(Banerjee et al., 2010). Combination methods have been
widely used in fields such as parsing (Henderson and Brill, 1999) and speech recognition (Fiscus,
1997). In late the 90s, the speech recognition community produced a confusion network-based
system combination approach, spreading instantly to SMT community as well.

The traditional system combination approach employs confusion networks which are built by
the monolingual alignment which induces sentence similarity. Confusion networks are compact
graph-based structures representing multiple hypothesises (Bangalore et al., 2001). It is noted
that there are several generalized forms of confusion networks as well. One is a lattice (Feng
et al., 2009) and the other is a translation forest (Watanabe and Sumita, 2011). The former
employs lattices that can describe arbitrary mappings in hypothesis alignments. A lattice is more
general than a confusion network. By contrast, a confusion forest exploits syntactic similarity
between individual outputs.

Up to now, various state-of-the-art alignment methods have been developed including Indirect-
HMM (He et al., 2008; Du and Way, 2010) which is a statistical-model-based method, and
TER which is a metric-based method which uses an edit distance. In this work we focus on the
IHMM method.

The main problem of IHMM is that there are numerous one-to-many and one-to-null cases in the
alignment results. This alignment noise significantly affects the confusion network construction
and the decoding process. In this work, in addition to the IHMM alignment, we also incorporate
alignment meta information extracted from an RBMT system to help the decoding process.

The other crucial factor is the backbone selection which also affects the combination results.
The backbone determines the word order in the final output. Backbone selection is often done
by Minimum Bayes Risk (MBR) decoding which selects a hypothesis with minimum average
distance among all hypotheses (Rosti et al., 2007a,b). In this work we heuristically choose an
RBMT output as the backbone due to its (expected) overall grammatically well-formed output
and better human evaluation results.

We report our results and provide a comparison with traditional confusion-network-based
network approach.

The remainder of the paper is organized as follows: We will review the state-of-the-art system
combination framework based on confusion networks in Section 2. We describe our experi-
mental setup, how we extract the alignment information from meta-data and how we use it
in Section 3. The results and analysis are also given in this section. We draw conclusions in
Section 4.
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Figure 1: Word level confusion network based system combination architecture

Figure 2: a) The hypothesises collected; (b) the final confusion net work constructed.

2 Background on Confusion Networks

2.1 Confusion Network Architecture

The current state-of-art approach to word level system combination is described in (Rosti et al.,
2007b). The system architecture is illustrated in Figure 1.

Suppose we have collected four system outputs H1-H4 which are shown in Figure 2a. Then
the traditional way of choosing a backbone is to use minimum average edit distance (or other
measurements) as shown in Equation 1.

B = H∗ = ar gminH∈∇
∑
H∈∇
(Hi , H) (1)

The backbone is used to decide the word order of the final output. After obtaining the backbone,
all other hypotheses are aligned to it. The alignment strategies include IHMM, TER, etc. Note
that during the word alignment word reordering and ‘null’ insertion are performed, which is
usually called normalization. The confusion network, which can be constructed directly from
the normalized alignment is given in Figure 2b, in which case H1 is chosen as the backbone.

2.2 Indirect HMM Alignment

In this work we implement the IHMM (He et al., 2008). IHMM is a refined version of HMM
alignment (Vogel et al., 1996) which is widely used in bilingual word alignment (Och and Ney,
2003).

Let B = (b1, ..., bJ) denote the J words in the backbone sentence, H = (h1, ..., hI) denote one
of the hypothesis, and A = (a1, ..., aJ) denote the alignment of each backbone word to the
hypothesis word. We use Equation 2 to compute the alignment probability of each word pair. In
Equation 2, d represents the distortion model and p denotes the word similarity model.

P(H|B) =
∑

A

∏
j=1...J

[d(a j |a j−1, I)p(h j |ba j
)] (2)
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In order to handle the words which are aligned to an empty word, we also insert a null
associated with each backbone word.

We follow (Vogel et al., 1996) and use Equation 3 to compute the distortion model.

d(i|i′, I) =
c(i− i′)∑I
l=1 c(l − i)

(3)

Where c(∆) represents the word distance grouped into c(≤−4), c(−3), ..., c(0), ..., c(5), c(≥ 6)
13 buckets, and computed with Equation 4 which peak at ∆= 1.

c(∆) = (1+ |∆− 1|)−2 (4)

The word similarity probability in Equation 2 is computed by Equation 5. We use two small
Chinese-English & English-Chinese dictionaries (10k entries each) to compute psemantic , and the
longest common subsequence matching score to obtain psur f ace.

p(h j |bi) = αpsemantic(h j |bi) + (1−α)psur f ace(h j |bi) (5)

Given an HMM model, we use the Viterbi algorithm to obtain the one-to-many alignment, and
by reordering and inserting null to their proper position both in the backbone and hypothesis,
the final normalized alignment are produced, as shown in Figure 2b.

2.3 Decoding & Parameter tuning

We use a log linear combination strategy shown in Equation 6, which is described in (Rosti
et al., 2007a), to compute the hypothesis confidence.

logp(E|F) =
Nnodes−1∑

i=1

log(
Ns ystem∑

i=1

wl p(word|l, i)) + ν Lm(E) +µNnulls(E) + εLen(E) (6)

where Nnodes is the number of nodes the current confusion network has, Ns ystem is the number
of sytems, w denotes the system weight, Lm represents the language model score of the current
path, Nnulls stands for the number of nulls inserted, and Len is the length of the current path. ν
,µ and ε are the corresponding weights of each feature.

A beam search algorithm is employed to find the best path.

3 Experimental Setup

3.1 Data

We participate in the ML4HMT-12 shared task ES-EN. Participants are given a development
bilingual data set aligned at the sentence level. Each "bilingual sentence" contains: 1) the
source sentence, 2) the target (reference) sentence and 3) the corresponding multiple output
translations from four systems, based on different MT approaches (Ramırez-Sánchez et al.,
2006; Alonso and Thurmair, 2003; Koehn et al., 2007). The output has been annotated with
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system-internal meta-data information derived from the translation process of each of the
systems.

In this work we use 1000 sentence pair from the 10K development set to tune the system
parameters and all the 3003 sentence pairs in the test set to run the test.

3.2 Backbone Selection

Equation 1 describes the traditional backbone selection. However in this work we heuristically
set Lucy RBMT (Alonso and Thurmair, 2003) output as the backbone. Our motivations are that:
1) Lucy’s output tends to be more grammatical than Moses or other MT systems; 2) according
to the previous ML4HMT-2011, Lucy has better human evaluation scores than other statistical
machine translation systems.

3.3 Alignment Extraction of Lucy

The Lucy LT RBMT (Alonso and Thurmair, 2003) takes three steps to translate a source language
string into a target language string: an analysis step, a transfer step, and a generation step.
The meta data annotations provided in ML4HMT development set follows these three steps
describing the parse tree for the respective translation steps.

We extract the alignment from this annotation in the following manner. First, we extract tuples
where each connects a source word, intermediate words, and a target word by looking at the
annotation file. There are some alignments dropped in this process. Such dropped alignments
include the alignment of UNK (unknown)words marked by the Lucy LT RBMT system, words
such as "do" which will not appear in the transfer step, and so forth. One remark is that since
we trace these annotations based on the parse tree structure provided by the Lucy LT RBMT
system, the exact order in the sentence is sometimes lost. This caused a problem when there
are multiple “the”, “of”, and so forth, tokens in the string, so that for a given “the” in sources
there are multiple target position. Second, we delete the intermediate representations, and
obtain the source and the target words/phrases pairs.

Examples of the extracted alignments (the second sentence in test set) are shown in Figure 3.

From Figure 3 we can see that words like ‘últimos’ which has a one-to-one alignment are all
correct alignments, while words like ‘de’ or ‘el’ which are involved in many-to-many alignment,
carry much less confidence for the alignment. Given this observation, one idea would be using
these extracted sure alignments, which are one-to-one, to guide decoding.

3.4 Decoding with Alignment Bias

In the decoding part, we change the Equation 6 into Equation 7 as follows

p(Eψ) = θψlogp(Eψ|F) (7)

where ψ = 1...Nnodes denotes the current node at which the beam search arrived, and θψ = 1 if
a current node is not a sure alignment extracted from Lucy’s meta-data and θψ > 1, otherwise.
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TGT:the(0) period(1) aktuáln¥.cz(2) "(3) examined(4) "(5) the(6) members(7) of(8) the(9)
new(10) board(11) of(12) the(13) £ssd(14) to(15) check(16) its(17) knowledge(18) of(19) the(20)
language(21) marked(22) slang(23) that(24) has(25) risen(26) up(27) in(28) the(29) last(30)
years(31) in(32) the(33) board(34) ,(35) when(36) the(37) current(38) members(39) of(40) the(41)
coalition(42) governed(43) prague(44) .(45)
SRC:El(0) período(1) Aktuáln¥.cz(2) "(3) examinó(4) "(5) a(6) los(7) miembros(8) del(9) nuevo(10)
Consejo(11) del(12) �SSD(13) para(14) comprobar(15) sus(16) conocimientos(17) del(18) lengua(19)
marcado(20) slang(21) que(22) ha(23) surgido(24) en(25) los(26) últimos(27) años(28) en(29) el(30)
Consejo(31) ,(32) cuando(33) gobernaban(34) Praga(35) los(36) actuales(37) miembros(38) de(39)
la(40) coalición(41) .(42)
2 ||| [[u'el'], [[30]], [u'the'], [[0, 6, 9, 13, 20, 29, 33, 37, 41]]]
2 ||| [[u'per\xedodo'], [[1]], [u'period'], [[1]]]
2 ||| [[u'examin\xf3'], [[4]], [u'examined'], [[4]]]
2 ||| [[u'a'], [[6]], [u'to'], [[15]]]
2 ||| [[u'los'], [[7, 26, 36]], [u'the'], [[0, 6, 9, 13, 20, 29, 33, 37, 41]]]
2 ||| [[u'miembros'], [[8, 38]], [u'members'], [[7, 39]]]
2 ||| [[u'de'], [[39]], [u'of'], [[8, 12, 19, 40]]]
2 ||| [[u'l'], ['-1'], [u'the'], [[0, 6, 9, 13, 20, 29, 33, 37, 41]]]
2 ||| [[u'nuevo'], [[10]], [u'new'], [[10]]]
2 ||| [[u'consejo'], [[11, 31]], [u'Board'], [[11, 34]]]
2 ||| [[u'comprobar'], [[15]], [u'check'], [[16]]]
2 ||| [[u'sus'], [[16]], [u'its'], [[17]]]
2 ||| [[u'conocimientos'], [[17]], [u'knowledge'], [[18]]]
2 ||| [[u'lengua'], [[19]], [u'language'], [[21]]]
2 ||| [[u'surgido'], [[24]], [u'risen'], [[26]]]
2 ||| [[u'en'], [[25, 29]], [u'in'], [[28, 32]]]
2 ||| [[u'\xfaltimos'], [[27]], [u'last'], [[30]]]
2 ||| [[u'a\xf1os'], [[28]], [u'years'], [[31]]]
2 ||| [[u'cuando'], [[33]], [u'when'], [[36]]]
2 ||| [[u'gobernaban'], [[34]], [u'governed'], [[43]]]
2 ||| [[u'Praga'], [[35]], [u'Prague'], [[44]]]
2 ||| [[u'actuales'], [[37]], [u'current'], [[38]]]
2 ||| [[u'la'], [[40]], [u'the'], [[0, 6, 9, 13, 20, 29, 33, 37, 41]]]
2 ||| [[u'coalici\xf3n'], [[41]], [u'coalition'], [[42]]]

Figure 3: extracted alignment from Lucy LT RBMT meta data.

3.5 Experimental Results and Analysis

In our experiments, we set α 0.1 in Equation 5, according to (Feng et al., 2009). All development
set and test set data are tokenized and lower cased. We use mteval-v13.pl1, no-smoothing and
case sensitive for the evaluation.

Table 1 shows the result of using Lucy as a backbone and the result of changing θψ on the
development and test sets. Note that θψ = 1 stands for the case when there is no effect of this
factor on the current path.

θψ
Devset(1000) Testset(3003)
NIST BLEU NIST BLEU

1 8.1328 0.3376 7.4546 0.2607
1.2 8.1179 0.3355 7.2109 0.2597
1.5 8.1171 0.3355 7.4512 0.2578
2 8.1252 0.3360 7.4532 0.2558
4 8.1180 0.3354 7.3540 0.2569
10 8.1190 0.3354 7.1026 0.2557

Table 1: The Lucy backbone with tuning of θψ.

From Table 1, we see a slight decrease of quanlity when we increased the factor. But an

1ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-v13.pl
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interesting observation is that when we increased θψ to 10 the result was not much affected.
We believe this is since the sure alignments which we extracted from the Lucy alignments were
almost perfectly consistent with the alignment resulting from IHMM. The best path derived by
IHMM included most of the sure alignments extracted from Lucy.

Devset(1000) Testset(3003)
TER Backbone 8.1168 0.3351 7.1092 0.2596
Lucy Backbone 8.1328 0.3376 7.4546 0.2607

Table 2: TER Backbone selection results.
We compared results with thos obtained by Lucy backbone (which are in the Table 1 when
θψ = 1) with that of the TER backbone in Table 2. We can see that the Lucy backbone result
was 0.11% better than that of TER. This confirmed our assumption that Lucy would be a good
backbone in system combination.

4 Conclusion
In this paper we describe new approaches we applied in building a confusion network. We
focus on backbone selection and adding extra alignment information. Our results show that
with choosing Lucy, which is an RBMT system, as a backbone the result is slightly better (0.11%
improvment by BLEU) than the traditional TER backbone selection method. However the extra
alignment information we added in the decoding part does not improve the performance. In
our future work we will further analyse the reason for this.
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ABSTRACT
This paper gives the system description of the domain adaptation team of Dublin City Univer-
sity for our participation in the system combination task in the Second Workshop on Applying
Machine Learning Techniques to Optimise the Division of Labour in Hybrid MT (ML4HMT-12).
We used the results of unsupervised document classification as meta information to the system
combination module. For the Spanish-English data, our strategy achieved 26.33 BLEU points,
0.33 BLEU points absolute improvement over the standard confusion-network-based system
combination. This was the best score in terms of BLEU among six participants in ML4HMT-12.
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1 Introduction

This paper describes a new extension to our system combination module developed in Dublin
City University (Du and Way, 2010a,b; Okita and van Genabith, 2012). We have added a do-
main adaptation technique (Foster and Kuhn, 2007; Koehn and Schroeder, 2007; Daumé III,
2007) to our system combination module and tested it in the system combination task at the
ML4HMT-2012 workshop.

The study of translation outputs obtained by systems trained on out-of-domain training data
has contributed to the advance of domain adaptation techniques for statistical machine
translation (SMT) (Foster and Kuhn, 2007; Koehn and Schroeder, 2007; Daumé III, 2007;
Pecina et al., 2012). The literature shows that the performance gain obtained by using in-
domain data (compared to out-of-domain data) is, in most cases, rather significant. Although
it is often the case in the SMT literature that genre classification is done in a supervised setting
(Jiang et al., 2012), analogous to genre-specific dictionaries in rule-based machine translation
(RBMT) systems, a cache-based approach (Tiedemann, 2010) further investigates this on a
fine-grained level of context, which does not need the notion of genre. Therefore, one idea
worth exploring is to employ unsupervised document classification to cluster the documents
(Blei et al., 2003; Steyvers and Griffiths, 2007; Blei, 2011; Sontag and Roy, 2011; Murphy,
2012).

In the context of system combination, the effect of out-of-domain training data is slightly dif-
ferent. Unlike the training of SMT systems, system combination essentially handles only the
translation outputs, which can be considered to be in-domain. However, if we consider a train-
ing procedure which takes two steps (Du and Way, 2010a; Okita and van Genabith, 2012),
these two steps are possible candidates that have a connection with the out-of-domain data.
This two step approach to system combination tunes parameters in the first step over the de-
velopment set and subsequently produces a final translation combining fragments obtained by
translating the test set with different MT systems using such parameters.

Apart from this line of motivation, a number of times we have encountered obstacles to de-
ploy a system combination module whose origin is difficult to trace. Although the system
combination strategy works effectively in most cases, with some particular datasets we have
experienced difficulties trying to achieve better performance than the single best system. Such
cases include the ZH–EN translation task (Ma et al., 2009) and the EN–FR direction in the
system combination task at WMT091.

In order to investigate this issue, we need to hypothesise what the cause might be. The super
confusion network approach of Du and Way (2010a) assumed that the cause was related to
the alignment metric. The strategy was then to incorporate not only one alignment metric
but multiple metrics. The current paper hypothesises that the genre of the test and tuning
sets exhibit variance, hence out-of-domain effects, and that this causes some variance in the
performance of each MT system. If this is indeed the case, as is our assumption, the two
methods explored in this paper should be effective: to identify and remove the out-of-domain
data from the tuning set and to train on in-domain partitioned data.

The remainder of this paper is organized as follows. Section 2 describes our algorithm. In
Section 3, our experimental results are presented. We conclude in Section 4.

1http://www.statmt.org/wmt09
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2 Our Algorithm

Our algorithm consists of the following two steps in Algorithm 1.

Algorithm 1 Our Algorithm

Step 1: Run the out-of-domain data cleaning.
Step 2: Run the in-domain data partitioning.

This algorithm applies unsupervised document classification on the source side. The classifica-
tion results of the source side are naturally linked to the target side since any parallel corpus
forms translation pairs. Obviously another possibility would be to apply the unsupervised
document classification jointly both of the source and the target sides.

The details of these two steps are explained in the following subsections.

2.1 Unsupervised Document Classification by Topic Model

We used Latent Dirichlet Allocation (LDA) (Blei et al., 2003; Steyvers and Griffiths, 2007; Blei,
2011; Sontag and Roy, 2011; Murphy, 2012) to perform the (unsupervised) classification. LDA
represents topics as multinomial distributions over the W unique word-types in the corpus and
represents documents as a mixture of topics.

Let C be the number of unique labels in the corpus. Each label c is represented by a W -
dimensional multinomial distribution φc over the vocabulary. For document d, we observe
both the words in the document w(d) as well as the document labels c(d). Given the distribution
over topics θd , the generation of words in the document is captured by the following generative
model.

1. For each label c ∈ {1, . . . C}, sample a distribution over word-types φc ∼ Dirichlet(·|β)
2. For each document d ∈ {1, . . . , D}

(a) Sample a distribution over its observed labels θd ∼ Dirichlet(·|α)
(b) For each word i ∈ {1, . . . , NW

d }
i. Sample a label z(d)i ∼Multinomial(θd)

ii. Sample a word w(d)i ∼Multinomial(φc) from the label c = z(d)i

The LDA model is represented as a graphical model in Figure 1. There are three levels in this
figure: the corpus level, the document level and the within document level. The parameters α
and β relate to the corpus level, the variables θd belong to the document level, and finally the
variables zdn and wdn correspond to the word level, which are sampled once for each word in
each document.

2.1.1 Out-of-domain Data Cleaning

Using topic modeling (or LDA) as described above, we propose to clean out-of-domain data
from the tuning set as follows:
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Figure 1: Figure shows the graphical model of LDA.

1. Fix the number of clusters C: choose a relatively big C .2

2. Do unsupervised document classification (or LDA) on the source side of the tuning and
test sets.

3. Detect the classes that contain only data from the tuning set.

4. Discard the corresponding sentence pairs from the tuning set.

2.1.2 In-domain Data Partitioning

Using topic modeling (or LDA) as described above, we propose to perform in-domain data
partitioning as follows:

1. Fix the number of clusters C , we explore values from small to big.3

2. Do unsupervised document classification (or LDA) on the source side of the tuning and
test sets.

3. Separate each class of tuning and test sets (keep the original index and new index in the
allocated separated dataset).

4. Run system combination on each class.

5. Reconstruct the system combined results of each class preserving the original index.

2C decides the size of clusters. In our case, 3,003 sentences will be clustered. If C = 2, the result cluster size will
be 1,500 and we suggest this value of C is slightly too small. If C = 3, 000, the result cluster size will be 1 and we
suggest C is slightly too big. In this case, C = 500− 1, 000 would be the range considered and refereed as “relatively
big”.

3Currently, we do not have a definite recommendation on this. It needs to be studied more deeply.
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2.2 System Combination

The first step of system combination is to select a backbone by MBR decoding. Let E be the
target language, F be the source language, and M(·) be an MT system which maps some
sequence in the source language F into some sequence in the target language E. Let E be
the translation outputs of all the participating MT systems. Given a loss function L(E, E′)
between an automatic translation E′ and the reference E, a set of translation outputs E , and
an underlying probability model P(E|F), a MBR decoder is defined as in (1) (Kumar and Byrne,
2002):

Ê = arg min
E′∈E

R(E′) = argmin
E′∈E

∑
E′∈E

L(E, E′)P(E|F) (1)

where R(E′) denotes the Bayes risk of candidate translation E′ under the loss function L. We
use BLEU (Papineni et al., 2002) as this loss function L. According to this selected backbone,
other translation outputs are aligned to form a confusion network.

The second step is by the (monotonic) consensus decoding for the given confusion network.
There are two cases when this consensus decoding is executed: one is with references (tuning
phase) and one is without references (test phase). Let E j,n be the nth best confusion network
hypothesis and F j be the jth source sentence. The hypothesis confidence (Rosti et al., 2007) is
given as follows:

log p(E j,n/F j) =
N j−1∑
i=1

log(
NS∑
l=1

λl p(w|l, i)) + ν L(E j,n) +µNnulls(E j,n) + ξNwords(E j,n) (2)

where ν is the language model weight, L(E j,n) is the LM log-probability and Nwords(E j,n) is
the number of words in the hypothesis E j,n. In the tuning phase, the parameters in Equation
(2) are tuned. Then, using these tuned parameters, the test phase will be carried out. In this
respect, the partitioning of in-domain data is very important. If we partition the in-domain
data, the partitioned data will be guaranteed to be in-domain data (if we partition the data in
general, the partitioned data will not be guaranteed to be in-domain tuning data).

3 Experimental Results

ML4HMT-2012 provides four translation outputs (s1 to s4) which are MT output by two RBMT
systems, APERTIUM and LUCY, PB-SMT (MOSES) and HPB-SMT (MOSES), respectively. The tun-
ing data consists of 20,000 sentence pairs, while the test data consists of 3,003 sentence pairs.

class 1 20000 3003
class 2 10213 9787 1821 1182
class 3 6752 6428 6820 838 962 1203
class 4 4461 4766 5954 4819 785 432 776 1010
class 5 3846 3669 3665 3978 4842 542 343 1311 404 403

Table 1: Unsupervised document classification by a fixed number of clusters. Each column
shows the number of items classified in each class.

Our experimental setting is as follows. We use our system combination module (Du and Way,
2010a,b; Okita and van Genabith, 2012), which has its own language modeling tool, MERT
process, and MBR decoding. We use the BLEU metric as loss function in MBR decoding. We
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NIST BLEU METEOR WER PER
cleaned 7.4945 0.2500 0.5499287 56.6991 42.3032
wo cleaning 7.6846 0.2600 0.5643944 56.2368 41.5399

Table 2: The results of out-of-domain data cleaning compared with without cleaning.

use TERP4 as alignment metrics in monolingual word alignment.5 We use MALLET6 for topic
modeling. Although topic modeling is often used to obtain unsupervised clustering, our inter-
est is focused on unsupervised classification of documents.

Given a specified number of classes C , we run MALLET to train the model on the tuning set. In
this process, we obtained the label distribution for each document. Then, we infer the class
using the trained model which yields the label distribution for each document. Results are
shown in Table 1.

NIST BLEU METEOR WER PER
s1 6.7456 0.2016 0.5712806 67.2881 54.7614
s2 7.3982 0.2388 0.6195136 63.9684 51.6444
s3 9.4167 0.3400 0.6650655 49.9341 37.4271
s4 9.1167 0.3273 0.6744035 52.0578 38.9179

topic modeling (devset)
2 class 9.3504 0.3292 0.6529581 50.2061 36.8001
3 class 9.3045 0.3268 0.6522747 50.7730 37.4164
4 class 9.3084 0.3267 0.6513981 50.7391 37.3968
5 class 9.3950 0.3302 0.6531211 50.1131 36.7148

system combination
syscom 9.2912 0.3268 0.6531500 50.7681 37.2779

Table 3: Table shows the performance of translation outputs s1 to s4 and results of system
combination on development set.

Table 2 shows the performance on standard system combination, with and without data clean-
ing. In this out-of-domain data cleaning, we removed 2,207 sentences (11.0%) from the tuning
data. The remaining 17,793 sentences are considered to be in-domain data from the point of
view of the test set. However, this out-of-domain data cleaning did not quite work as expected.

Table 3 shows the performance on the development set. The performance of s1 and s2 is
radically lower than that of s3 and s4 across all evaluation metrics considered. Although it
may be that the performance of s1 and s2 is always inferior to that of the other systems, it may
also be that s1 and s2 do not work well for some particular genre (the results shown in Table
4 seem to corroborate this hypothesis, particularly for s2).

We also performed the in-domain partitioning with the out-of-domain tuning set and without
using the out-of-domain tuning set. Table 4 shows our results when we partitioned into 2, 3,
4, and 5 clusters.

The results show that 4 class classification achieved the best result, namely 26.33 BLEU points.

4http://www.cs.umd.edu/~snover/terp
5For example, Du and Way (2010a) explains various monolingual alignment methods such as TER alignment, HMM

alignment and IHMM alignment.
6http://mallet.cs.umass.edu/
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This is an improvement of 0.33 BLEU points absolute over system combination without topic
modeling. Note that the baseline achieved 26.00 BLEU points, the best single system in terms
of BLEU was s4 which achieved 25.31 BLEU points, and the best single system in terms of
METEOR was s2 which achieved 0.5853.

NIST BLEU METEOR WER PER
s1 6.4996 0.2248 0.5458641 64.2452 49.9806
s2 6.9281 0.2500 0.5853446 62.9194 48.0065
s3 7.4022 0.2446 0.5544660 58.0752 44.0221
s4 7.2100 0.2531 0.5596933 59.3930 44.5230

topic modeling (testset)
2 class 7.7036 0.2620 0.5626187 55.8092 41.7783
3 class 7.7134 0.2628 0.5645200 55.8865 41.7171
4 class 7.7146 0.2633 0.5647685 55.8612 41.7264
5 class 7.6245 0.2592 0.5620755 56.9575 42.6229

system combination without topic modeling
syscom 7.6846 0.2600 0.5643944 56.2368 41.5399

Table 4: Table includes our results on testset (the row 4 to 7).

Conclusion and Perspectives

This paper deployed domain adaptation via unsupervised document clustering through topic
modeling and applied it to system combination. On the one hand, the out-of-domain data
cleaning lost 1 BLEU point compared to the results of standard system combination. On the
other hand, the in-domain data partitioning improved 1.02 BLEU points absolute compared to
the single best MT system, and improved 0.33 BLEU points absolute compared to the results
of the standard system combination approach.

Further studies will be carried out to explore this topic. First, this paper only handled the
partition size of at most 5. We would like to apply our method to a larger dataset. It is
also interesting to seek a method to find the optimal number of clusters automatically by
hierarchical clustering methods with non-parametric Baysian methods (Okita and Way, 2010,
2011a,b). Alternatively, we have an interest on the reason why the out-of-domain data cleaning
did not work in connection with noise if there is a link (Okita, 2009; Okita et al., 2010a,b;
Okita, 2012).

Second, although we described only the method that uses domain adaptation, we explored
also the correction of the output based on corresponding tokens and PoS tags from the source
and target sides (e.g. if a token in the source side is a singular noun and the corresponding
target token is a plural noun, overwrite that token by its singular form). This is related to
techniques we have explored for diagnostic evaluation using checkpoints (Naskar et al., 2011;
Toral et al., 2012) and a more detailed study is necessary to apply them in system combination.
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ABSTRACT
This paper provides the system description of the Dublin City University system combination
module for our participation in the system combination task in the Second Workshop on Apply-
ing Machine Learning Techniques to Optimize the Division of Labour in Hybrid MT (ML4HMT-
12). We incorporated a sentence-level quality score, obtained by sentence-level Quality Es-
timation (QE), as meta information guiding system combination. Instead of using BLEU or
(minimum average) TER, we select a backbone for the confusion network using the estimated
quality score. For the Spanish-English data, our strategy improved 0.89 BLEU points absolute
compared to the best single score and 0.20 BLEU points absolute compared to the standard
system combination strategy.

KEYWORDS: Statistical Machine Translation, System Combination, Quality Estimation.
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1 Introduction

This paper describes a new extension to our system combination module in Dublin City Univer-
sity. We deployed a Quality Estimation technique (Blatz et al., 2003; Rubino et al., 2012) in
our system combination module for the system combination task in the ML4HMT-2012 work-
shop.

System combination is a strategy (Bangalore et al., 2001; Matusov et al., 2006; Tromble et al.,
2008; Du and Way, 2010; DeNero et al., 2009; Okita and van Genabith, 2012) that provides a
way to combine multiple translation outputs from potentially very different MT systems includ-
ing Rule-based MT (RBMT) and SMT. It is often the case that a practical system combination
strategy involves a confusion network (Matusov et al., 2006), which is also the case in our sys-
tem, in order to combine fragments from a number of systems. The standard process to build
such confusion networks consists of two steps: (1) a selection of a backbone (or a skeleton),
and (2) monolingual word alignment (Matusov et al., 2006; Sim et al., 2007; He et al., 2008;
Karakos et al., 2008) between a backbone and other hypotheses in a pairwise manner. Once
such a confusion network is built, we can search for the best path using a (monotonic) consen-
sus network decoder. It is noted that there are also approaches which select multiple possible
hypotheses as backbones (Leusch and Ney, 2010).

One important factor in the overall performance of such a system combination method resides
in the selection of a backbone, which is the main focus in this paper. There are several rea-
sons why a good backbone selection is very important. First, in practice, it is often the case
that the final translation output is identical to the backbone even if the overall combination
method includes a confusion network. Second, it depends on the backbone whether some seg-
ments which do not match with the backbone will be discarded. In fact, important segments
potentially contributing to good translation quality, may not be considered only because such
fragments do not match with the backbone.

Rosti et al. (2007) propose (minimum average) TER to select a backbone. This alignment
metric selects the hypotheses that agrees with the other hypotheses on average. Another com-
mon alignment metric is BLEU (Tromble et al., 2008; Du and Way, 2010; Duh et al., 2011;
Okita and van Genabith, 2012). This metric selects a hypothesis that performs best. This
paper proposes a novel method to use (sentence-level) Quality Estimation (QE) to select a
backbone. Since QE quantifies the confidence of the MT output (Specia et al., 2009), this
selection would roughly in line with BLEU, which selects the best performing hypothesis as
a backbone. Note that one difference is that BLEU and TER are used as a loss function in
MBR decoding (Kumar and Byrne, 2002; Sim et al., 2007), while we select the best sentence
in terms of (sentence-level) QE. Hence, in doing so, we do not minimize the worst case risk.

The main part of this paper provides an algorithm to use QE as the selection mechanism of a
backbone of a confusion network. However, such a selection, by itself, can be considered as
one method of (sentence-level) system combination. What is more, the two QE-based meth-
ods yield translation outputs which differ in quality. Because of this, this paper presents two
algorithms: (1) system combination via QE-selected backbone, and (2) QE-based sentence
selection.

The remainder of this paper is organized as follows. Section 2 describes our algorithms. In
Section 3, our experimental results are presented. We conclude in Section 3.2.
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2 Our Method

We describe the QE-based backbone selection method used in our algorithm in Subsection 2.1.
Following this, we briefly outline how we used QE as (sentence-level) system combination (the
2nd algorithm of this paper). Subsection 2.2 incorporates this QE method to select a backbone.

2.1 Sentence-Level QE

QE methods (Blatz et al., 2003) are developed for situations where references are not available,
which contrasts with automatic MT evaluation using BLEU (Papineni et al., 2002) and TER
(Snover et al., 2006). The approach described in this subsection is based on QE at the sentence
level. To select one translation from the four systems participating in our system combination
approach, we want to predict quality scores for all the translations and pick the translation
with the best score. To obtain these scores, we first use the tuning dataset and compute TER
scores at the sentence level for each translation output of the four systems individually. These
scores, associated with feature vectors corresponding to the source and target sentence pairs,
are used to train a regression model. This model is then used to predict TER scores on the test
dataset.

2.1.1 Experimental Setup

The machine learning toolkit used in our experiments is LIBSVM (Chang and Lin, 2011), an
implementation of the Support Vector Regression (SVR) method. We use the Radial Basis
Function (RBF) kernel as it is widely used in the QE for the MT community and it usually
achieves good performance (Specia et al., 2009; Soricut et al., 2012). An important aspect of
SVR with RBF kernel is hyper parameter optimization. In our setup, three parameters have
to be optimized: c (the penalty factor), γ (the kernel parameter) and ε (the approximated
function accuracy level).

MAE =
1

n

n∑
i=1

|re fi − predi | (1) RMSE =

s
1

n

n∑
i=1

�
re fi − predi
�2 (2)

We optimize these parameters using grid-search, an iterative process computing n-fold cross-
validation on each possible triplet of parameters and selecting the best set of parameters ac-
cording to a score (usually the Mean Absolute Error or the Root Mean Square Error, described
in 1 and 2, where n is the number of test instances, re f and pred are the reference and
predicted TER scores of the ith test instance respectively). This method is expensive in terms
of computing time (we use 5-fold cross-validation at each iteration) and it is not feasible do do
this in an acceptable amount of time for the whole tuning set provided by the shared task (20k
sentences pairs for each MT system). To tackle this issue, we extract a reduced development
set from the tuning set using the cosine distance to measure the proximity between the test
and the tuning feature vectors. For each MT system, we iterate over the corresponding test
feature vectors and measure the cosine distance with all the feature vectors of the tuning set.
We keep the tuning instances which are most similar to the test instances to build our reduced
development set. This set is used to optimize the three hyper parameters of ε-SVR. Finally,
four regression models are built (one for each MT system) using the complete tuning set and
the optimized parameters.
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2.1.2 Feature Sets

In order to capture relevant information from the source sentences and their translations, we
extract different types of features which capture information about the source sentence com-
plexity, the target sentence fluency, but also the difference between the four MT systems’ out-
puts.

Surface – These features are extracted directly by analyzing the source and the target sen-
tences. 10 features are extracted from the source and the target sentences: sentence length,
average word length, number of punctuation marks, number of upper-case letters and average
number of words in the sentence. 5 features are given by the source and target ratio of the
previous features. A total of 15 features are extracted from the surface information.

Language Model – A total of 6 LM features are extracted from the source and the target sen-
tences according to 5-gram Kneser-Ney discounted LMs built using the SRILM toolkit (Stolcke,
2002) (2 log-probability scores, 4 perplexity scores with or without start and end of sequence
tags).

MT Outputs Difference – To capture the difference between the four MT outputs given one
source sentence, we consider iteratively each MT output as a translation reference and compare
it to the three other MT outputs using the software TERCOM1. This method allows us to extract
detailed information about the number of insertions, deletions, substitutions, etc., as well as
the TER scores between the current MT output and the others. A total of 30 features are
extracted following this procedure.

From these three feature sources, we build two feature sets. The first feature set, corresponding
to our first revision (R1), contains only target LM features and the MT Output Difference
features, with a total of 33 features. The LM used to extract the features is built using the
target side of the tuning set provided by the shared task organizers. The second feature set,
corresponding to our second revision (R2), contains all the features presented in this section,
with a total of 51 features. The LMs used to extract the features are built using EUROPARL2,
JRC-ACQUIS3, and UN CORPUS4 whose size is around 160,000k sentence pairs.

2.2 System Combination

The first step is to select a backbone using the results of QE method described in the last
Subsection 2.1. In the second step, based on the backbone selected in the first step, we build
the confusion network by aligning the hypotheses with the backbone. In this process, we
used the TER distance (Snover et al., 2006) between the backbone and the hypotheses. We do
this for all the hypotheses sentence by sentence. Note that in this process, deleted words are
substituted as NULL words (or ε-arcs).

In the third step, the consensus translation is extracted as the best path in the confusion net-
work. This (monotonic) consensus decoding selects the best word êk by the word posterior
probability via voting at each position k in the confusion network, as in (3):

Êk = argmax
e∈E pk(e|F) (3)

1http://www.cs.umd.edu/~snover/tercom/tercom-0.7.25.tgz
2http://www.statmt.org/europarl
3http://ipsc.jrc.ec.europa/
4http://www.statmt.org/wmt12/translation-task.html
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but with the following features as well: 4-gram and 5-gram target language model, word
length penalty, and NULL word length penalty. Note that Minimum Error-Rate Training
(MERT) is used to tune the weights of the confusion network.

3 Experiments

ML4HMT-2012 provides four translation outputs s1 to s4 from APERTIUM, LUCY, PB-SMT
(MOSES) and HPB-SMT (MOSES). The tuning data consists of 20,000 sentence pairs while
the test data consists of 3,003 sentence pairs.

Our experimental setting is as follows. We use our system combination module (Du and Way,
2010; Okita and van Genabith, 2012) which includes a language modeling tool, a MERT pro-
cess, and MBR decoding of its own. We use the BLEU metric as loss function in MBR decoding.
We use TERP5 as alignment metrics in monolingual word alignment.

3.1 Pre-study: Evaluation of QE Model

We evaluated our QE model on the test set by predicting TER scores at the sentence level
and comparing them with the reference. We used two measures described by the equations 1
and 2. The scores are presented in Table 1. These results were quite surprising because
the larger feature set (R2) did not reach the best results in terms of TER score prediction.
Using only target LM features based on a small dataset and the MT output differences (R1)
leads to MAE scores between 0.21 and 0.17. For this feature set, the most accurate sentence
level score prediction was obtained on the MT system s3, which corresponds to the PBSMT
implementation MOSES, while the system s2, which corresponds to the RBMT system LUCY,
leads to the worse score prediction. In other words, it is more difficult to predict sentence-
level scores of s2 compared to s3.

s1 s2 s3 s4
MAE RMSE MAE RMSE MAE RMSE MAE RMSE

R1 0.19 0.26 0.21 0.29 0.17 0.24 0.18 0.25
R2 0.20 0.26 0.21 0.29 0.21 0.28 0.20 0.26

Table 1: Error scores of the QE model when predicting TER scores at the sentence level on the
test set for the four MT systems.

3.2 Main Results

Table 2 shows the performance on the development set. Table 3 shows the results of Algorithm
1 and 2. The first four lines show the single best performance of each translation output where
s4 achieves 25.31 BLEU points which is the best among four MT systems. The standard system
combination results, shown in the next line, was 26.00 BLEU points, which improved 0.69
BLEU points absolute. We used two different feature set in the QE method: R1 corresponds to
the small feature set, while R2 corresponds to the larger feature set.

Results for the first algorithm (system combination with QE) are shown in the next two lines.
R1 achieved 26.20 BLEU points, which improved 0.89 BLEU points absolute compared to
the best single system. R1 improved 0.20 BLEU points absolute compared to the standard

5http://www.cs.umd.edu/~snover/terp
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NIST BLEU METEOR WER PER
s1 6.7456 0.2016 0.5712806 67.2881 54.7614
s2 7.3982 0.2388 0.6195136 63.9684 51.6444
s3 9.4167 0.3400 0.6650655 49.9341 37.4271
s4 9.1167 0.3273 0.6744035 52.0578 38.9179

System combination without QE (standard)
syscom 9.2912 0.3268 0.6531500 50.7681 37.2779

Table 2: Table shows the performance of translation outputs s1 to s4 and results of system
combination on development set.

system combination results. R2 achieved 26.00 BLEU points, which improved 0.69 BLEU points
absolute, which did not improve over the standard system combination results.

NIST BLEU METEOR WER PER
s1 6.4996 0.2248 0.5458641 64.2452 49.9806
s2 6.9281 0.2500 0.5853446 62.9194 48.0065
s3 7.4022 0.2446 0.5544660 58.0752 44.0221
s4 7.2100 0.2531 0.5596933 59.3930 44.5230

System combination without QE (standard)
sys 7.6846 0.2600 0.5643944 56.2368 41.5399

System combination with QE (1st algorithm)
R1 7.6846 0.2620 0.5642806 56.0051 41.5226
R2 7.5076 0.2600 0.5661256 58.2736 43.1051

System combination with QE (s2,s3,s4)
R1 7.5273 0.2523 0.5556744 57.6502 43.5260
R2 7.5318 0.2528 0.5561100 57.7168 43.4528

Backbone Performance (2nd Algorithm)
R1 7.4654 0.2501 0.5536140 57.6795 43.3782
R2 7.4777 0.2530 0.5581949 57.7634 43.2809

Table 3: This table includes our results by 1st algorithm and 2nd algorithm.

Conclusion and perspectives

This paper presents the method to use QE for backbone selection in system combination. This
strategy improved 0.89 BLEU points absolute compared to the best single system and 0.20
BLEU points absolute compared to the standard system combination strategy.

However, there are two issues. At first sight, our strategy seemed to work quite well as ex-
plained in Section 3. Table 4 shows results using two other ways to select a backbone. The

NIST BLEU METEOR WER PER
min ave TER 7.6231 0.2638 0.5652795 56.3967 41.6092
s2 backbone 7.6371 0.2648 0.5606801 56.0077 42.0075

Table 4: This table shows the performance when the backbone was selected by average TER
and by one of the good backbone.
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first method used the minimum average TER (Rosti et al., 2007) while the second method sim-
ply selects the output of system 2 (Lucy LT RBMT system outputs). The second method is based
on the intuition that the output of Lucy LT RBMT system is more likely to be grammatically
well-formed compared to the other MT outputs. This is somewhat surprising but this result
was the best among the methods.

Table 5 shows two examples where TER scores at the sentence-level are used to compare the
QE and the system combination outputs. In Case A, the QE output has a higher TER score
compared to that of the system combination, while it is the opposite in Case B. We observe
in both cases that the QE output leads to a better translation adequacy, even when its TER
score is lower than the system combination output. This is related to the features based on the
target LM (log-probability and perplexities) used in our QE approach. In Case B particularly,
the system combination leads to a better TER score but the negation “no” is replaced by “do”,
which leads to a lower adequacy. These two cases emphasize the fact that a better automatic
score does not necessarily means a better translation quality.

System Combination TER Degradation (Case A)
src "Me voy a tener que apuntar a un curso de idiomas", bromea.
QE ’I am going to have to point to a language course "joke.
comb I am going to have to point to a of course ", kids.
ref "I’ll have to get myself a language course," he quips.

System Combination TER Improvement (Case B)
src Sorprendentemente, se ha comprobado que los nuevos concejales casi no

comprenden esos conocidos conceptos.
QE Surprisingly, it appears that the new councillors almost no known under-

stand these concepts.
comb Surprisingly, it appears that the new councillors almost do known under-

stand these concepts.
ref Surprisingly, it turned out that the new council members do not understand

the well-known concepts.

Table 5: Translation output comparison between the standalone Quality Estimation approach
and the System Combination.

Further study is, thus, required to investigate these two issues. Especially regarding the first
issue, we would like to examine the rationale behind why the backbone provided by Lucy
RBMT achieves the highest score even though this system is not the best performing system,
neither in terms of BLEU nor TER, but provides translation output which is more grammatical
than the other MT outputs.

Additionally, it is also possible that the reason why our method did perform less than Lucy
backbone may be related to the performance of monolingual word alignment. If this is the case,
the monolingual version of MAP-based word aligner which can incorporate prior knowledge
(Okita et al., 2010b,a; Okita and Way, 2011; Okita, 2012) may be the next target.
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ABSTRACT
This paper gives the system description of the neural probabilistic language modeling (NPLM)
team of Dublin City University for our participation in the system combination task in the Sec-
ond Workshop on Applying Machine Learning Techniques to Optimise the Division of Labour
in Hybrid MT (ML4HMT-12). We used the information obtained by NPLM as meta information
to the system combination module. For the Spanish-English data, our paraphrasing approach
achieved 25.81 BLEU points, which lost 0.19 BLEU points absolute compared to the standard
confusion network-based system combination. We note that our current usage of NPLM is very
limited due to the difficulty in combining NPLM and system combination.

KEYWORDS: statistical machine translation, neural probabilistic language model, system com-
bination.
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1 Introduction

This paper describes a new extension to our system combination module developed in Dublin
City University (Du and Way, 2010a,b; Okita and van Genabith, 2012). We have added a neu-
ral probabilistic language model (NPLM) (Bengio et al., 2000, 2005) to our system combina-
tion module and tested it in the system combination task at the ML4HMT-2012 workshop.

A neural probabilistic language model (NPLM) (Bengio et al., 2000, 2005) and the distributed
representations (Hinton et al., 1986) provide an idea to achieve the better perplexity than n-
gram language model (Stolcke, 2002) and their smoothed language models (Kneser and Ney,
1995; Chen and Goodman, 1998; Teh, 2006). Recently, the latter one, i.e. smoothed language
model, has had a lot of developments in the line of nonparametric Bayesian methods such as
hierarchical Pitman-Yor language model (HPYLM) (Teh, 2006) and Sequence Memoizer (SM)
(Wood et al., 2009; Gasthaus et al., 2010), including an application to SMT (Okita and Way,
2010a,b, 2011). A NPLM considers the representation of data in order to make the probability
distribution of word sequences more compact where we focus on the similar semantical and
syntactical roles of words. For example, when we have two sentences “The cat is walking in
the bedroom” and “A dog was running in a room”, these sentences can be more compactly
stored than the n-gram language model if we focus on the similarity between (the, a), (bed-
room, room), (is, was), and (running, walking). Thus, a NPLM provides the semantical and
syntactical roles of words as a language model. A NPLM of Bengio et al. (2000) implemented
this using the multi-layer neural network and yielded 20% to 35% better perplexity than the
language model with the modified Kneser-Ney methods (Chen and Goodman, 1998).

There are several successful applications of NPLM (Schwenk, 2007; Collobert and Weston,
2008; Schwenk, 2010; Collobert, 2011; Collobert et al., 2011; Deschacht et al., 2012;
Schwenk et al., 2012). First, one category of applications include POS tagging, NER tag-
ging, and parsing (Collobert et al., 2011; Bordes et al., 2011). This category uses the fea-
tures provided by a NPLM in the limited window size.1 It is often the case that there is no
such long range effects that the decision cannot be made beyond the limited windows which
requires to look carefully the elements in a long distance. Second, the other category of ap-
plications include Semantic Role Labeling (SRL) task (Collobert et al., 2011; Deschacht et al.,
2012). This category uses the features within a sentence. A typical element is the predi-
cate in a SRL task which requires the information which sometimes in a long distance but
within a sentence. Both of these approaches do not require to obtain the best tag sequence,
but these tags are independent. Third, the final category includes MERT process (Schwenk,
2010) and possibly many others where most of them remain undeveloped. The objective
of this learning in this category is not to search the best tag for a word but the best se-
quence for a sentence. Hence, we need to apply the sequential learning approach.2 Al-
though most of the applications described in (Collobert and Weston, 2008; Collobert, 2011;
Collobert et al., 2011; Deschacht et al., 2012) are monolingual tasks, the application of this
approach to a bilingual task introduces really astonishing aspects, which we can call “cre-
ative words” (Veale, 2012), automatically into the traditional resource constrained SMT com-
ponents. For example, the training corpus of word aligner is often strictly restricted to the

1It is possible to implement a parser in the way of the second category. However, we adopt the categorization
which was implemented by (Collobert et al., 2011).

2The first and second approaches do not often appear in the context of SMT, while the third category includes most
of the decoding algorithm appeared in SMT including MAP decoding, MBR decoding, and (monotonic) consensus
decoding. The latter two decoding appears in system combination.
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given parallel corpus. However, a NPLM allows this training with huge monolingual corpus.
Although most of this line has not been even tested mostly due to the problem of compu-
tational complexity of training NPLM, Schwenk et al. (2012) applied this to MERT process
which reranks the n-best lists using NPLM. This paper aims at different task, a task of sys-
tem combination (Bangalore et al., 2001; Matusov et al., 2006; Tromble et al., 2008; Du et al.,
2009; DeNero et al., 2009; Okita and van Genabith, 2012). This category of tasks employs
the sequential method such as Maximum A Posteriori (MAP) inference (Viterbi decoding)
(Koller and Friedman, 2009; Sontag, 2010; Murphy, 2012) on Conditional Random Fields
(CRFs) / Markov Random Fields (MRFs). 3

The remainder of this paper is organized as follows. Section 2 describes our algorithms. In
Section 3, our experimental results are presented. We conclude in Section 4.

2 Our Algorithms

The aim of NPLM is to capture the semantically and syntactically similar words in a way that
a latent word depends on the context. There would be many ways to use this language model.
However, one difficulty resides in how such information can be incorporated to the module of
system combination. Due to this difficulty, we present here a method which is rather restricted
despite the power of NPLM.

This paper presents two methods based on the intuitive observation that we will get the variety
of words if we condition on the fixed context, which would form paraphrases in theory. Then,
we present the second method that we examine the dependency structure of candidates sen-
tence replaced with alternative expressions (or paraphrases). Our algorithms consist of three
steps shown in Algorithm 1. The details of Step 1 and 2 will be explained in Section 2.1 and
Step 3 will be explained in Section 2.2.

Algorithm 1 Our Algorithm

Given: For given testset g, prepare N translation outputs {s1, . . . , sN} from several systems.
Step 1: Train NPLM with monolingual corpus. Note that this monolingual corpus would be
better in the same domain as the testset g.
Step 2: Modify the translation outputs {s1, . . . , sN} replaced with alternative expressions (or
paraphrases).
Step 3: Augment the sentences of translation outputs prepared in Step 2.
Step 4: Run the system combination module.

2.1 Paraphrasing using NPLM

2.1.1 Plain Paraphrasing

We introduce our algorithm via a word sense disambiguation (WSD) task which selects the
right disambiguated sense for the word in question. This task is necessary due to the fact that
a text is natively ambiguous accommodating with several different meanings. The task of WSD
(Deschacht et al., 2012) can be written as in (1):

P(synseti |featuresi ,θ ) =
1

Z(features)

∏
m

g(synseti , k) f (featurek

i ) (1)

3Note that the (monotonic) consensus decoding in system combination is the subset of this.
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where k ranges over all possible features, f (featurek
i ) is an indicator function whose value is

1 if the feature exists, and 0 otherwise, g(synseti , k) is a parameter for a given synset and
feature, θ is a collection of all these parameters in g(synseti , k), and Z is a normalization
constant. Note that we use the term “synset” as an analogy of the WordNet (Miller, 1995):
this is equivalent to “sense” or “meaning”. Note also that NPLM will be included as one of the
features in this equation. If features include sufficient statistics, a task of WSD will succeed.
Otherwise, it will fail.

Now we assume that the above WSD component was trained. We would like to consider
the paraphrasing in connection with this. We consider a sentence with some words re-
placed by the alternative surface form. In this context, we are interested in the words which
share the same synset (or meaning) but the realized surface form is different. Let us de-
note P(surfacei |synset j , featuresk,θ ) by the probability of such words. Then, we suppose that
we compare P(surfacei=x i|synset j ,featuresk,θ) and P(surfacei=x ′i|synset j ,featuresk,θ) under
the condition that synset j , featuresk, and θ are the same, and that the relationships below hold
as in (2):

P(surfacei = x i |synset j , featuresk,θ ) > P(surfacei = x ′i |synset j , featuresk,θ ) (2)

Then, the alternative surfaces form x i in higher probability will be chosen instead of the other
one x ′i among paraphrases {x i , x ′i} of this word.

On the one hand, the paraphrases obtained in this way have attractive aspects that can be
called “a creative word” (Veale, 2012). This is since the traditional resource that can be used
when building a translation model by SMT are constrained on paralell corpus. However, NPLM
can be trained on huge monolingual corpus. On the other hand, unfortunately in practice, the
notorious training time of NPLM only allows us to use fairly small monolingual corpus although
many papers made an effort to reduce it (Mnih and Teh, 2012). Due to this, we cannot ignore
the fact that NPLM trained not on a huge corpus may be affected by noise. Conversely, we
have no guarantee that such noise will be reduced if we train NPLM on a huge corpus. It is
quite likely that NPLM has a lot of noise for small corpora. Hence, this paper also needs to
provide the way to overcome difficulties of noisy data. In order to avoid this difficulty, we limit
the paraphrase only when it includes itself in high probability.

2.1.2 Paraphrasing with Modified Dependency Score

Although we modified a suggested paraphrase without any intervention in the above algorithm,
it is also possible to examine whether such suggestion should be adopted or not. If we add
paraphrases and the resulted sentence has a higher score in terms of the modified dependency
score (Owczarzak et al., 2007) (See Figure 1), this means that the addition of paraphrases is a
good choice. If the resulted score decreases, we do not need to add them. One difficulty in this
approach is that we do not have a reference which allows us to score it in the usual manner.
For this reason, we adopt the naive way to deploy the above and we deploy this with pseudo
references. First, if we add paraphrases and the resulted sentence does not have a very bad
score, we add these paraphrases since these paraphrase are not very bad (naive way). Second,
we do scoring between the sentence in question with all the other candidates (pseudo references)
and calculate an average of them. Thus, our second algorithm is to select a paraphrase which
may not achieve a very bad score in terms of the modified dependency score using NPLM.
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                    PERS     3
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Figure 1: By the modified dependency score (Owczarzak et al., 2007), the score of these two
sentences, “John resigned yesterday” and “Yesterday John resigned”, are the same. Figure
shows c-structure and f-structure of two sentences using Lexical Functional Grammar (LFG)
(Bresnan, 2001).

Modified Dependency Score We mention here the reason why we use the modified de-
pendency score. First, unlike BLEU or NIST, the modified dependency score can capture
the syntactical construction and grammaticality of sentences. Second, our current dataset
seems to be interesting since it includes Lucy LT RBMT outputs. (The last year’s ML4HMT-11
(Okita and van Genabith, 2011) also included the translation output of Lucy LT RBMT out-
puts.) If we choose the entire Lucy’s output as a backbone and run a system combination,
the resulted score is the highest among various system combination strategies we tried (See
“s2 backbone” in Table 2). These two facts suggest us the following strategy: if we have prior
knowledge that the Lucy backbone will obtain a high score, it would be interesting to start from
the Lucy backbone and pursue whether we can improve the overall score further by adding
paraphrases. As is evident from the fact that the Lucy backbone is good, our interest will not
be BLEU or NIST, but MODIFIED DEPENDENCY SCORE. This may lead to a higher BLEU score than
the system combination results with Lucy backbone. Note that in order to make it a universal
algorithm, we need to remove Lucy backbone from this algorithm. Hence, only the modified
dependency score remains, which forms the algorithm already mentioned.

system translation output precision recall F-score
s1 these do usually in a week . 0.080 0.154 0.105
s2 these are normally made in a week . 0.200 0.263 0.227
s3 they are normally in one week . 0.080 0.154 0.105
s4 they are normally on a week . 0.120 0.231 0.158
ref the funding is usually offered over a one-week period .

Table 1: An example of modified dependency score for a set of translation outputs.

2.2 System Combination

As is mentioned at the beginning of this section, the interface between the NPLM and sys-
tem combination has some difficulties. This contrasts with the task of n-best reranking
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(Schwenk et al., 2012). In the case of n-best reranking, the probability provided by NPLM
can be used immediately in the re-evaluation of the n-best lists.

Difficulties of Interface In our case, due to the reason below despite the advantage of word
varieties it is difficult to incorporate this into the translation outputs in a straight forward way.
The two decoding strategies used by a confusion network-based system combination, i.e. MBR
decoding and (monotonic) consensus decoding, have difficulties in each step.

First, in MBR decoding in the first step, the inputs, i.e. each translation outputs, are quantified
by the loss function with its score in the sentence level. This mechanism does not allow us
to add fragments freely in the word level. Therefore, it requires us to increase the number of
sentences with only a slight replacement in the sentence level. This paper takes this strategy
for the first step to circumvent this difficulty.

Second, in (monotonic) consensus decoding in the second step, the word posterior probabil-
ities in the confusion network do not reflect the probability quantified globally, but is rather
locally in accordance with other probability of words in the same position. Similarly, one way
would be to augment in the sentence level.

Inputs to System Combination Module We check the possibilities whether the word can
have alternative expression and whether the probability of such expression is bigger than that
of the original word or not. If this holds, we replace such words with alternative expressions.
This will make a new sentence.

3 Experimental Results

ML4HMT-2012 provides four translation outputs (s1 to s4) which are MT outputs by two RBMT
systems, APERTIUM and LUCY, PB-SMT (MOSES) and HPB-SMT (MOSES), respectively. The tun-
ing data consists of 20,000 sentence pairs, while the test data consists of 3,003 sentence pairs.

Our experimental setting is as follows. We use our system combination module (Du and Way,
2010a,b; Okita and van Genabith, 2012), which has its own language modeling tool, MERT
process, and MBR decoding. We use the BLEU metric as loss function in MBR decoding. We
use TERP4 as alignment metrics in monolingual word alignment. We trained NPLM using
500,000 sentence pairs from English side of EN-ES corpus of EUROPARL5.

(a) the Government wants to limit the torture of the " witches " , as it published in a
brochure

(b) the Government wants to limit the torture of the " witches " , as it published in the
proceedings

(a) the women that he " return " witches are sent to an area isolated , so that they do
not hamper the rest of the people .

(b) the women that he " return " witches are sent to an area eligible , so that they do
not affect the rest of the country .

Table 2: Table includes two examples of plain paraphrase.

The results show that the first algorithm of NPLM-based paraphrased augmentation, that is

4http://www.cs.umd.edu/~snover/terp
5http://www.statmt.org/europarl
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NPLM plain, achieved 25.61 BLEU points, which lost 0.39 BLEU points absolute over the stan-
dard system combination. The second algorithm, NPLM dep, achieved slightly better results
of 25.81 BLEU points, which lost 0.19 BLEU points absolute over the standard system combi-
nation. Note that the baseline achieved 26.00 BLEU points, the best single system in terms
of BLEU was s4 which achieved 25.31 BLEU points, and the best single system in terms of
METEOR was s2 which achieved 0.5853.

NIST BLEU METEOR WER PER
s1 6.4996 0.2248 0.5458641 64.2452 49.9806
s2 6.9281 0.2500 0.5853446 62.9194 48.0065
s3 7.4022 0.2446 0.5544660 58.0752 44.0221
s4 7.2100 0.2531 0.5596933 59.3930 44.5230

NPLM plain 7.6041 0.2561 0.5593901 56.4620 41.8076
NPLM dep 7.6213 0.2581 0.5601121 56.1334 41.7820

BLEU-MBR 7.6846 0.2600 0.5643944 56.2368 41.5399
min ave TER-MBR 7.6231 0.2638 0.5652795 56.3967 41.6092
DA 7.7146 0.2633 0.5647685 55.8612 41.7264
QE 7.6846 0.2620 0.5642806 56.0051 41.5226
s2 backbone 7.6371 0.2648 0.5606801 56.0077 42.0075
modDep precision 7.6670 0.2636 0.5659757 56.4393 41.4986
modDep recall 7.6695 0.2642 0.5664320 56.5059 41.5013
modDep Fscore 7.6695 0.2642 0.5664320 56.5059 41.5013

modDep precision modDep recall modDep Fscore
average s1 0.244 (586) 0.208 0.225
average s2 0.250 (710) 0.188 0.217
average s3 0.189 (704) 0.145 0.165
average s4 0.195 (674) 0.167 0.180

Table 3: This table shows single best performance, the performance of two algorithms in
this paper (NPLM plain and dep), MBR-decoding with BLEU loss function and TER loss
function, the performance of domain adaptation (Okita et al., 2012b) and quality estimation
(Okita et al., 2012a), the performance of Lucy backbone, and the performance of the selection
of sentences by modified dependency score (precision, recall, and F-score each). The four lines
at the bottom marked with average s1 to s4 indicates the average performance of s1 in terms
of precision, recall, and F-score (from the 2nd to 4th columns) when we make the backbone
by choosing the maximum score in terms of the modified dependency score. For example, the
first line of “modDep precision” shows when we chose a backbone by the maximum modified
dependency score in terms of precision. 586 sentences were selected from s1, 710 sentences
were from s2, and so forth. The average BLEU score of these 586 sentences was 24.4.

Conclusion and Perspectives

This paper deployed meta information obtained by NPLM into a system combination module.
NPLM captures the semantically and syntactically similar words in a way that a latent word
depends on the context. First, we interpret the information obtained by NPLM as paraphrases
with regard to the translation outputs. Then, we incorporate the augmented sentences as
inputs to the system combination module. Unfortunately, this strategy lost 0.39 BLEU points
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absolute compared to the standard confusion network-based system combination. A revised
strategy to assess the quality of paraphrases achieved 25.81 BLEU points, which lost 0.19 BLEU
points absolute.

There are many further avenues. First, as already mentioned, this paper only scratched the
surface of NPLM. One problem was the interface between NPLM and system combination. Our
motivation behind using NPLM was the possibility that NPLM would supply the semantically
and syntactically rich synonyms and similar words to the rather restricted translation outputs,
as well as the traditional functions as LM, which are to be supplied to the system combination
module. For this reason, we believe that paraphrases generated using NPLM will not be a bad
direction. However, there would be other approach as well. Collobert and Weston (2008) and
Bordes et al. (2011) integrate NPLM in their software. When we integrate our approach, one
way would be to implement it without employing the knowledge of paraphrases. It would
be interesting to compare this and our approaches in this paper. Alternatively, prior knowl-
edge about the speriority of Lucy output can be embedded into system combination by prior
(Okita et al., 2010b,a; Okita, 2012).

Second, we show some positive results about the modified dependency score (Owczarzak et al.,
2007). We used this as sentence-based criteria to select a backbone in three ways: maximum
precision, recall, and F-score. Results are shown in Table 3. Indeed, these criteria worked quite
well. Unfortunately, these scores were still lower than that of Lucy’s backbone. The lower
parts of this table show statistics when we select a backbone by the modified dependency
score. Interestingly, the modified dependency score of s2 (Lucy) was the best in precision
score, but was not the best in recall or in F-score. This shows that the selection of backbone
by the modified dependency score did not work as much as that of the (fixed) Lucy backbone.
We need to search another explanation why the Lucy backbone obtained the highest score.

Third, this paper did not mention much about noise. Understanding the mechanism of noise
on NPLM may be related to the learning mechanism of NPLM, if we draw an analogy from the
case when we examined the noise of word alignment (Okita, 2009; Okita et al., 2010b). This
may also be related to the smoothing mechanism (Okita and Way, 2010a,b, 2011).
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Abstract
We describe a method for system combination based on joint, binarised feature vectors. Our method
can be used to combine several black-box source systems. We first define a total order on given
translation output which can be used to partition an n-best list of translations into a set of pairwise
system comparisons. Using this data, we explain how an SVM-based classification model can be
trained and how this classifier can be applied to combine translation output on the sentence level.
We describe our experiments for the ML4HMT-12 shared task and conclude by giving a summary
of our findings and by discussing future extensions and experiments using the proposed approach.

Keywords: Machine Translation, System Combination, Machine Learning.
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1 Introduction
Research efforts on machine translation (MT) have resulted in many different methods and MT
paradigms, each having individual strengths and weaknesses. There exist approaches following
linguistic theory as well as data-driven methods relying on statistical processing with only little
linguistic knowledge involved. In recent years, there has also been a lot of research on the automatic
combination of machine translation output, resulting in so-called hybrid MT engines.

Regardless of the actual method implemented in a given machine translation system, creating
translation output usually requires several, often heterogeneous, features. These can be 1) simple
scores, e.g., for language model scores, parser or phrase table probabilities; 2) more complex data
such as hierarchical parse trees or word alignment links; or 3) even full parse forests or n-best lists.

Given this wide range of heterogenous features and their diversity, it is very difficult to get an
intuitive understanding of the inner workings of the MT engine in question; thus, further research
work on the combination of machine translation systems into better, hybrid MT systems seems to
be of high importance to the field. To overcome the aforementioned problem of incomprehensible
feature values, we propose a method based on Machine Learning (ML) tools, leaving the exact
interpretation and weighting of features to the ML algorithms.

The remainder of this paper is structured in the following way. After having set the topic in this
section, we briefly describe relevant related work in Section 2 before defining and explaining our
Machine-Learning-based hybrid MT framework in Section 3. We first give an overview on the
basic approach in Subsection 3.1 and then discuss the two most important components: the order
on translations is defined in Subsection 3.2 while the notion of joint, binarised feature vectors for
ML is introduced in Subsection 3.3. We discuss the experiments conducted for the ML4HMT-12
shared task in Section 4 and then conclude by giving a summary of our findings and by discussing
upcoming research in Section 5.

2 Related Work
Hybrid machine translation methods and system combination approaches have been receiving a lot
of research attention over the last decade. Several papers, including seminal work from (Frederking
and Nirenburg, 1994), support the general belief that it is possible to combine translation output
from different systems achieving an improvement over the individual baseline systems.

System combination on the phrasal level can be realised using so-called Confusion Networks.
Previous work on this approach are described in more detail in (Federmann et al., 2009; Federmann
and Hunsicker, 2011). The algorithm chooses one of the given MT systems as backbone or skeleton
of the hybrid translation, while all other translations are connected using word alignment techniques.
Together, the systems then form a network with different paths through the network resulting in
different translations.

Next to phrasal combination methods, there also are approaches that focus on preserving the
syntactic structure of the translation backbone, and hence perform Sentence-based Combination.
Here, several given black-box translations are re-scored or re-ranked in order to determine the best
translation for a given sentence in the source text. This is similar to Re-ranking Approaches in SMT.
See related work from (Avramidis, 2011), (Gamon et al., 2005), or (Rosti et al., 2007).

Finally, there are Machine-Learning-based Combination approaches which train classifiers to assess
the quality of given translation output. Recent work (He et al., 2010) applies such Machine Learning
tools to estimate translation quality and re-rank a set of translations on the sentence level.
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3 Methodology

3.1 Classification-Based Hybrid MT
In this Section, we describe our architecture for hybrid machine translation. It is based on classifiers
trained using state-of-the-art Machine-Learning tools. Given a set of n translations from several
systems that are treated as “black boxes” and a development set including corresponding reference,
we perform the following processing steps to generate a hybrid translation for some given test set:

1. Compute a total order of individual system output on the development set using some order
relation based on quality assessment of the translations with automatic metrics. This can also
be defined to include results from, e.g., manual evaluation;

2. Decompose the aforementioned system ranking into a set of pairwise comparisons for any two
pairs of systems A, B. As we do not allow for ties in our system comparisons, the two possible
values A> B, A< B also represent our Machine-Learning classes +1/−1, respectively;

3. Annotate the translations with feature values derived from NLP tools such as language
models, part-of-speech taggers, or parsers;

4. Create a data set for training an SVM-based classifier that can estimate which of two given
systems A, B is better according to the available features;

5. Train an SVM-based classifier model using, e.g., libSVM, see (Chang and Lin, 2011);

Steps 1–5 represent the training phase in our framework. The availability of a development set
including references is required as this is needed to allow the definition of an ordering relation which
subsequently defines the training instances for the SVM-based classifier. After training, we can use
the classifier as follows:

6. Apply the resulting classification onto the candidate translations from the given test set. This
will produce pairwise estimates +1/−1 for each possible pair of systems A, B;

7. Perform round-robin system elimination to determine the single best system from the set of
candidate translations on a per sentence level;

8. Using this data, synthesise the final, hybrid translation output.

Steps 6− 8 represent the decoding phase in which the trained classifier is applied to a set of unseen
translations without any reference text available. By computing pairwise winners for each possible
pair of systems and each individual sentence of the test set, we determine the single best system on
the sentence level. The methodology is explained in more detail in (Federmann, 2012b,c).

3.2 A Total Order on Translations
In order to rank the given source translations, we first need to define an ordering relation over
the set of translation outputs. For this, we consider manual judgements wherever available and,
as a fallback, also apply three renowned evaluation metrics which are the de-facto standards for
automated assessment of machine translation quality:

1. The Meteor score, on the sentence and on the corpus level, see (Denkowski and Lavie, 2011);
2. The NIST n-gram cooccurence score on the corpus level, see (Doddington, 2002); and
3. The BLEU score which is the most widely used evaluation metric, see (Papineni et al., 2002).
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While both the BLEU and the NIST scores are designed to have a high correlation with judgements
from manual evaluation on the corpus level, the Meteor metric can also be used to meaningfully
compare translation output on the level of individual sentences. We make use of this property when
defining our order ord(A, B) on translations, as described in (Federmann, 2012c).

3.3 Using Joint, Binarised Feature Vectors
Many Machine-Learning-based approaches for system combination use classifiers to estimate the
quality of or confidence in an individual translation output and compare it to other translations
afterwards. This means that the feature vector for a given translation A is computed solely on
information available from features of A, not considering any other translation B as additional source
of information, or formally:

vecsingle(A)
def
=




f1(A)
...

fn(A)


 ∈ Rn (1)

We aim to explicitly model pairwise feature comparisons of translations A, B, storing binary values
to model if a given feature value fx(A) for system A is better or worse than corresponding feature
value fx(B) for the competing system B. Effectively, this means that, in our approach, we compare
translations directly when constructing the set of training instances. Equation 2 shows the formal
definition of a so-called joint, binarised feature vector:

vecbinarised(A, B)
def
=




f1(A)> f1(B)
...

fn(A)> fn(B)


 ∈ Bn (2)

The reason to store binary features values fx ∈ B lies in the fact that these can be processed more
efficiently during SVM training. Also, previous experiments (Federmann, 2012a; Hunsicker et al.,
2012) have shown that the usage of actual feature values fx ∈ R in the feature vector does not
give any additional benefit so that we decided to switch to binary notation instead1. Note that the
order in which features for translations A, B are compared does not strictly matter. For the sake of
consistency, we have decided to compare feature values using simple A> B operations, leaving the
actual interpretation of these values or their polarity to the Machine Learning toolkit.

3.4 Creating Translations Using a Classifier
Given an SVM classifier trained on joint, binary feature vectors as previously described, we can
now create hybrid translation output. A schematic overview is depicted in Figure 1. We compute
the best translation for each sentence in the test set, based on the +1/−1 output of the classifier for
a total of n(n−1)

2
unique comparisons.

For each sentence, we create a lookup table that stores for some system X the set of systems which
were outperformed by X according to our classifier. To do so, we consider each pairwise comparison
of systems A, B and, for each of these, compute the corresponding feature vector which is then

1Also note that by using, e.g., combined feature vectors, which are comprised of feature values f1–n(A) followed by
features f1–n(B), the amount of training data required for meaningful training of a machine learning classifier would need to
be increased.
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Friday, September 28, 2012Figure 1: Schematic overview illustrating how an SVM classifier can be used to determine the single
best translation using round robin playoff elimination. This operates on the sentence level.

classified by the SVM classifier. Only systems winning at least once during these comparisons
end up as keys in our table. The cardinality of the resulting set of outperformed systems implicitly
represents the number of wins for a system X . There are three cases to consider:

1. There is exactly one top-ranked system which becomes the translation for the current sentence;
2. Two systems are top-ranked, so the decision depends on the comparison of these. As we do

not allow for ties in our comparisons, this is guaranteed to determine a single winner;
3. If more than two systems are top-ranked, we check if one of the systems outperforms the

others. In rare cases, this may not yield a winner and we have to fall back to a pre-defined
winner, usually the best system from training.

4 Experiments
We worked on a submission for language pair Spanish→English. For this language pair, translation
output from four different translation engines was made available by the organisers of the shared
task. For each of the systems both translation output and system-specific annotations could be
used. As our method relies on comparable features, we decided to extract features for all candidate
systems ourselves, hence constraining ourselves to only using the given translation output.

We created the data set for classifier training using the following selection of linguistic features:

- number of target tokens, parse tree nodes, and parse tree depth;
- ratio of target/source tokens, parse tree nodes, and parse tree depth;
- n-gram score for n-gram order n ∈ {1, . . . , 5};
- perplexity for n-gram order n ∈ {1, . . . , 5}.

These features represent a combination of (shallow) parsing and language model scoring and are
derived from the set of features that are most often used in the Machine-Learning-based system
combination literature.

We use the Stanford Parser (Klein and Manning, 2003) to process the source text and the correspond-
ing translations. For language model scoring, we use the SRILM toolkit (Stolcke, 2002) training a
5-gram language model for English. In this work, we do not consider any source language models.

81



-5  0  5  10  15

-14

-12

-10

-8

-6

-4

-2

 0

 2

ml4hmt12.training.small.features

Best log2(C) = -1  log2(gamma) = -3  accuracy = 71.7283%

C = 0.5  gamma = 0.125

"-"
    71.5

log2(C)

log2(gamma)

-5  0  5  10  15

-14

-12

-10

-8

-6

-4

-2

 0

 2

ml4hmt12.training.small.features

Best log2(C) = -5  log2(gamma) = -7  accuracy = 71.695%

C = 0.03125  gamma = 0.0078125

"-"
    71.5
      71

    70.5
      70

    69.5
      69

log2(C)

log2(gamma)

-5  0  5  10  15

-14

-12

-10

-8

-6

-4

-2

 0

 2

ml4hmt12.training.small.features

Best log2(C) = -5  log2(gamma) = -7  accuracy = 71.695%

C = 0.03125  gamma = 0.0078125

"-"
    71.5
      71

    70.5
      70

    69.5
      69

log2(C)

log2(gamma)

Figure 2: Optimisation grids for linear (left), polynomial (middle), and sigmoid (right) kernels. Note
how the decision boundary of the optimal area manifests itself from left to right.

Figure 2 shows the optimisation grids for linear (left), polynomial (middle), and sigmoid (right)
kernels. Note how the decision boundary of the optimal area manifests itself from left to right.
We ended up using a sigmoid kernel (C = 2, γ = 0.015625) and observed a prediction rate of
68.9608% on the training instances.

5 Conclusion
We have described our submission to the ML4HMT-12 shared task which is based on a Machine-
Learning-based framework for hybrid Machine Translation. Using so-called joint, binarised feature
vectors, we implemented an algorithm that applies an SVM-based classifier to generate hybrid
translations for the language pair Spanish→English. Combination is done on the sentence level.

Upcoming work will involve the refinement of our set of linguistic features and subsequent training
and tuning of a Machine Learning classifier to improve the proposed method on additional data. We
have already achieved promising baseline results in this respect and look forward to further test our
approach, e.g., for ML4HMT-12’s second language pair Chinese→English.

The total order on translation output described in Section 3 can be altered to also consider results
from manual judgements regarding translation quality. This has not yet been used for our submission,
but it would be an interesting extension of this paper.
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Abstract
We describe the second edition of the ML4HMT shared task which challenges participants to create
hybrid translations from the translation output of several individual MT systems. We provide an
overview of the shared task and the data made available to participants before briefly describing the
individual systems. We report on the results using automatic evaluation metrics and conclude with a
summary of ML4HMT-12 and an outlook to future work.

Keywords: Machine Translation, System Combination, Machine Learning.
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1 Introduction
The ML4HMT-12 workshop and associated shared task are an effort to trigger a systematic in-
vestigation on improving state-of-the-art hybrid machine translation, making use of advanced
machine-learning (ML) methodologies. The first edition of the workshop (ML4HMT-11) also
road-tested a shared task (and associated data set) described and summarised in (Federmann, 2011).
The main focus of the ML4HMT-12 (and ML4HMT-11) shared task is to address the question:

Can Hybrid MT and System Combination techniques benefit from extra information
(linguistically motivated, decoding, runtime, confidence scores or other meta-data) from
the individual MT systems involved?

Participants are invited to build hybrid MT systems and/or system combinations by using the output
of several MT systems of different types, as provided by the organisers. While participants are
encouraged to explore machine learning techniques to explore the additional meta-data information
sources, other approaches aimed at general improvements in hybrid and combination based MT are
welcome to participate in the challenge. For systems that exploit additional meta-data information
the challenge is that additional meta-data is highly heterogeneous and specific to individual systems.

One of the core objectives of the challenge is to build an MT combination (or more generally a hybrid
MT) mechanism, where possible making effective use of the system-specific MT meta-data output
produced by the participating individual MT systems as provided by the challenge development
set data comprising outputs of four distinct MT systems and various meta-data annotations. The
development set provided by the organisers can be used for tuning the combination or hybrid systems
during the development phase.

2 Datasets
The organisers of the ML4HMT-12 shared task provide two data sets, one for the language pair
Spanish→English (ES-EN), the other for Chinese→English (ZH-EN).

ES-EN Participants are given a development bilingual data set aligned at a sentence level. Each
"bilingual sentence" contains:

1. the source sentence;
2. the target (reference) sentence; and
3. the corresponding translations from four individual component MT systems, based on

different machine translation paradigms (Apertium (Ramírez-Sánchez et al., 2006);
Lucy (Alonso and Thurmair, 2003); two different variants of Moses (Koehn et al., 2007):
PB-SMT and HPB-SMT).

The output has been automatically annotated with system-internal meta-data information
derived from the translation process of each of the systems.

ZH-EN A corresponding data set for Chinese→English with output translations from three systems
(Moses; ICT_Chiero (Mi et al., 2009); Huajian RBMT) was prepared. Again, system output
has been automatically annotated with system-internal meta-data information.

In total, with the development data participants received 20,000 translations per system for training
and had to translate a test set containing 3,003 sentences (“newstest2011”) for Spanish→English,
while for the other language pair Chinese→English, a total of 6,752 training sentences per system
were available while the test set had a size of 1,357 sentences.

86



3 Participants

We received six submissions for the Spanish→English translation task and none for
Chinese→English. Below, we will briefly describe the participating systems.

3.1 DCU-Alignment

The authors of (Wu et al., 2012) incorporate alignment information as additional meta-data into
their system combination module which does not originally utilise any alignment information
provided by the individual MT systems producing the candidate translations. The authors add
alignment information provided by one of the MT systems, the Lucy RBMT engine, into the internal,
monolingual, alignment process. Unfortunately, the extracted alignment is often already a subset of
alignments calculated by the monolingual aligner in the system combination and hence the approach
does not augment the overall system combination performance as much as expected.

3.2 DCU-QE1

The submission described in (Okita et al., 2012a) incorporates a sentence-level Quality Estimation
(QE) score as meta-data into their system combination module. Recently, QE or confidence
estimation technology has advanced. It measures the quality of translations without references. The
core idea is to incorporate this knowledge into the system combination module through an improved
backbone selection.

3.3 DCU-QE2

The work described in (Okita et al., 2012a) also explains how one can incorporate a sentence-level
Quality Estimation score to do the data selection process. The authors designed, hence, a method
only based on Machine Learning. The translated output tends to preserve the translation quality as
is expected, which results in a high Meteor score. The idea in this paper is to select one of the given
translation outputs by QE score where a sentence-level QE technology is to measure the confidence
estimation for the translation output.

3.4 DCU-DA

The authors of (Okita et al., 2012b) utilised unsupervised topic/genre classification results as meta-
data, feeding into their system combination module. Since this module has access to topic/genre
information, an MT system can take advantage of this information. MT systems are tuned to
particular topic/genre groups and only compute translations for documents in this group, hence the
performance of such MT systems may improve.

3.5 DCU-LM

This submission incorporates latent variables as meta-data into the system combination module.
Information about those latent variables are supplied by a probabilistic neural language model. This
language model can be trained on a huge monolingual corpus, with the disadvantage that the training
of such a model takes considerable time. In fact, the LM used for ML4HMT-12 was small due to
the huge cost of training, resulting in only small performance gains.
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Spanish→English

Score 1best R3 DCU-DA DCU-LM DCU-QE1 DFKI

Meteor 0.30692 0.32226 0.32124 0.31684 0.31712 0.32303
NIST 7.4296 7.4291 7.6771 7.5642 7.6481 7.2830

BLEU 0.2614 0.2524 0.2634 0.2562 0.2587 0.2570

Table 1: Translation quality of ML4HMT-12 submissions measured using Meteor, NIST, and BLEU
scores for language pair Spanish→English. Best system per metric printed in bold face.

3.6 DFKI
This submission implements a method for system combination based on joint, binarised feature
vectors as introduced in (Federmann, 2012b). It can be used to combine several black-box source
systems. The authors first define a total order on the given translation output which can be used to
partition an n-best list of translations into a set of pairwise system comparisons. Using this data, they
train an SVM-based classification model and show how this classifier can be applied to combine
translation output on the sentence level.

4 Results
Similar to the first edition of the ML4HMT shared task (ML4HMT-11), we aim to run both
an automatic and a manual evaluation campaign. We consider three automatic scoring metrics,
namely Meteor (Denkowski and Lavie, 2011), NIST (Doddington, 2002), and BLEU (Papineni
et al., 2002), which are all well-renowned evaluation metrics commonly used for MT evaluation.
Manual evaluation is currently being conducted using the Appraise software toolkit as described in
(Federmann, 2012a). Table 1 summarises the results for all participating systems.

5 Conclusion

System DFKI performed best in terms of Meteor score1 while system DCU-DA achieved best
performance for NIST and BLEU scores. It will be interesting to see how these findings correlate
with the results from manual evaluation, something we will report on in future work.

If technically feasible, we also intend to apply the algorithms submitted to the Spanish→English
portion of the Shared Task to the second language pair, Chinese→English.
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