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Movement Variability Compared to Reward
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Abstract—When a musician practices a new song, hitting a correct note sounds pleasant while striking an incor-
rect note sounds unpleasant. Such reward and punishment feedback has been shown to differentially influence
the ability to learn a new motor skill. Recent work has suggested that punishment leads to greater movement vari-
ability, which causes greater exploration and faster learning. To further test this idea, we collected 102 partici-
pants over two experiments. Unlike previous work, in Experiment 1 we found that punishment did not lead to
faster learning compared to reward (n = 68), but did lead to a greater extent of learning. Surprisingly, we also
found evidence to suggest that punishment led to less movement variability, which was related to the extent of
learning. We then designed a second experiment that did not involve adaptation, allowing us to further isolate
the influence of punishment feedback on movement variability. In Experiment 2, we again found that punishment
led to significantly less movement variability compared to reward (n = 34). Collectively our results suggest that
punishment feedback leads to less movement variability. Future work should investigate whether punishment
feedback leads to a greater knowledge of movement variability and or increases the sensitivity of updating motor
actions. � 2024 IBRO. Published by Elsevier Inc. All rights reserved.
Keywords: reward, punishment, movement variability, reinforcement, motor learning, sensorimotor adaptation.
1. INTRODUCTION

From hitting the bullseye in a game of darts to mistakenly

striking a sharp note on a guitar, success and failure

feedback is integral to learning a new motor skill.

Indeed, such positive reward and punishment feedback

has been shown to enhance distinctly different features

of sensorimotor adaptation, such as the rate of learning

(Galea et al., 2015; Song and Smiley-Oyen, 2017; Song

et al., 2020; Wächter et al., 2009; Wu et al., 2014) and

retention of recently acquired motor actions (Abe et al.,

2011; Shmuelof et al., 2012; Galea et al., 2015; Song

and Smiley-Oyen, 2017; Song et al., 2020; Vassiliadis
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et al., 2021). These behavioural differences may be a

result of distinct neural pathways governing reward-

based and punishment-based processes, evidenced by

dissociable physiological responses at the neural (den

Ouden et al., 2013; Frank et al., 2004; Hill et al., 2021;

Hill et al., 2020; Hamel et al., 2023; Robinson et al.,

2010; Wächter et al., 2009) and behavioural (Galea

et al., 2015) levels. Understanding how different forms

of feedback influence sensorimotor adaptation may be

beneficial for enhancing the rate of learning, extent of

learning, and retention of newly acquired motor actions

in a variety of contexts, including when rehabilitating

those with a neurological disorder.

Studying the influence of reward feedback and

punishment feedback has a rich history in psychology

and more recently has been investigated in

sensorimotor neuroscience. Both an increased

sensitivity (Ernst et al., 2002; Galea et al., 2015) or an

increase in movement variability (Song et al., 2020) in

response to punishment feedback have been suggested
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to increase learning rate, when compared to reward feed-

back. Theoretically, a greater sensitivity to punishment

feedback can lead to a stronger update to motor com-

mands and faster learning. Likewise, it has been shown

that additional movement variability leads to greater

exploration, allowing the sensorimotor system to more

quickly find successful motor actions and consequently

faster learning (Cashaback et al., 2019; Therrien et al.,

2016; Wu et al., 2014). Behavioural work by Galea and

colleagues (2015) examined the influence of punishment

feedback and reward feedback on sensorimotor adapta-

tion. Participants were instructed to reach through a target

while using online visual feedback of their hand via a

small cursor (i.e., error-based feedback). The cursor posi-

tion was rotated relative to participant hand position,

about the center of the start position, during a block of

adaptation trials. This visuomotor rotation required partic-

ipants to adjust the direction of their reach to hit the target.

Concurrently, participants also received either reward

feedback (small monetary gain) or punishment feedback

(small monetary loss). In one of their experiments the

magnitude of reward feedback or punishment feedback

was dependent on their distance from the target. Follow-

ing the adaptation trials, they withheld feedback to assess

the retention of the recently acquired reaching behaviour.

Interestingly, Galea and colleagues (2015) found a double

dissociation in learning rate and retention given reward or

punishment feedback. Specifically, they found that partic-

ipants receiving punishment feedback had a faster learn-

ing rate to counteract the visuomotor rotation compared to

participants receiving reward feedback. Further, they also

found that participants receiving reward feedback had

greater retention compared to those receiving punishment

feedback. The authors attributed greater learning rates to

punishment feedback increasing the sensitivity to nega-

tive outcomes in the cerebellum (Ernst et al., 2002) that

enhanced visual error-based learning (Hester et al.,

2010). A different yet potentially complementary explana-

tion is that punishment feedback increased movement

variability to boost exploration and increase the rate of

learning.

Indeed, past work has suggested that elevated levels

of movement variability have been associated with faster

sensorimotor adaptation (Cashaback et al., 2019;

Dhawale et al., 2017; Therrien et al., 2016; Wu et al.,

2014). Recently, Song and colleagues (2020) asked

whether punishment feedback leads to greater movement

variability that is used to enhance exploration and acceler-

ate learning. In their task, participants were required to

counteract a visuomotor rotation but they did not have

visual error-based feedback of a cursor during adaptation

trials. They were given scalar punishment or reward feed-

back in the form of a score based on the participant’s dis-

tance from the target. Similarly, they found participants

displayed faster learning with punishment feedback com-

pared to reward feedback during adaptation. They also

found that participants displayed greater trial-by-trial

movement variability when receiving punishment feed-

back compared to reward feedback. The authors sug-

gested that increased adaptation with punishment

feedback is a result of exploration via greater trial-by-
trial movement variability. In their study, trial-by-trial

movement variability was defined as the difference in

reach position (i.e., reach angle) between successive

reaches. Yet it remains unclear whether greater trial-by-

trial movement variability with punishment feedback was

the cause or byproduct of faster adaptation. That is, a

greater difference in reach angle between successive tri-

als when participants received punishment feedback

could have been caused by greater movement variability

or faster adaptation. Thus it is unclear whether punish-

ment feedback leads to greater movement variability that

enhances sensorimotor adaptation.

The goal of this paper was to investigate the influence

of punishment feedback and reward feedback on

movement variability and sensorimotor adaptation. In

Experiment 1, we adapted our previous experimental

protocol (Cashaback et al., 2019) and provided 68 partic-

ipants either reward feedback or punishment feedback

during a sensorimotor adaptation task. Unexpectedly,

and unlike previous work, we did not observe a difference

in learning rate between punishment and reward feed-

back. However, participants receiving punishment feed-

back displayed a greater extent of learning than

participants receiving reward feedback. Interestingly, our

metrics of movement variability pointed to the idea that

punishment feedback may actually decrease movement

variability. While greater adaptation has been associated

with greater movement variability (Dhawale et al., 2017;

Song et al., 2020; Van Mastrigt et al., 2020; Wu et al.,

2014), it is difficult to parse whether trial-by-trial changes

in reach behaviour are from movement variability or

updates in intended reach aim during tasks that require

adaptation (Cashaback et al., 2019; Therrien et al.,

2016; Therrien et al., 2018; Van Mastrigt et al., 2020;

van Mastrigt et al., 2021). To address whether punish-

ment feedback leads to different magnitudes of move-

ment variability compared to reward feedback, in

Experiment 2 we utilized a sensorimotor task that does

not require adaptation to be successful (Roth et al.,

2023; van Beers et al., 2013). Thus, we were able to more

readily observe the influence of reward feedback and pun-

ishment feedback on movement variability, while mitigat-

ing the influence of adaptive processes. Aligned with the

results in the first experiment, again we found that partic-

ipants displayed decreased movement variability with

punishment feedback compared to reward feedback. Col-

lectively, our results support the idea that punishment

feedback leads to reduced movement variability com-

pared to reward feedback, which may be linked to senso-

rimotor adaptation.
2. EXPERIMENTAL PROCEDURES

2.1. Experiments 1 and 2 participants

Across both experiments we collected 102 participants

(n = 68 in Experiment 1 and n = 34 in Experiment 2,
age: 18–30 yr). Participants reported they were right-

handed and free of neuromuscular disease. All

participants provided written informed consent to

participate and the procedures were approved by

McMaster University’s Research Ethics Board
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(Experiment 1) and the University of Delaware’s

Institutional Review Board (Experiment 2).
2.2. Apparatus

For both experiments, participants grasped the handle of

a robotic manipulandum (Fig. 1A and Fig. 1C, KINARM,

BKIN Technologies, Kingston, ON, Canada) and made

reaching movements in the horizontal plane. A semi-

silvered mirror blocked vision of both the participant’s

upper-limb and the robotic manipulandum. Images (start

position, targets) from an LCD screen were projected

onto the semi-silvered mirror. Hand position was

recorded at 1000 Hz and stored offline for analysis.
2.3. General experimental protocol: experiment 1 and 2

With punishment feedback, participants were told they

would hear an unpleasant sound (Supplementary E),
the target would expand and change color (red), and a

small amount of money was taken away from their

compensation each time they missed the target. With

reward feedback, participants were told they would hear

a pleasant sound (Supplementary F), the target would

expand and change color (blue), and they would receive

a small amount of money when they hit the target.

Participants in the punishment group were told that

base compensation was $10.00 and that they could lose

up to $5.00 based on task performance. Participants in

the reward group were told that the base compensation

was $5.00 and that they could earn up to an additional

$5.00 bonus based on task performance. All participants

received the full $10.00 after completing the experiment,

irrespective of task performance.
2.4. Experiment 1 protocol

The goal of Experiment 1 was to test whether

punishment feedback and reward feedback differentially

influence sensorimotor adaptation and movement

variability. For this experiment, we utilized our previous

motor adaptation task (Cashaback et al., 2019). Partici-

pants were presented with images of a start position

(white circle, radius = 0.5 cm) aligned with the sagittal

plane and a target (white circle, radius = 0.5 cm) located

20 cm forward of the start position. A 30 cm wide white fin-

ish line was located 2 cm forward of the target. Partici-

pants were instructed to ”hit the target” without vision of

their hand. For each trial, participants began at the start

position, passed through or near the target, and stopped

their hand after passing through the finish line that disap-

peared once crossed. The start position turned yellow

after a short, randomized delay (250–750 ms) to signal

the beginning of the trial. This small delay allowed us to

examine reaction times. We calculated the participant’s

reach angle relative to the line connecting the start posi-

tion and target once their hand was 20 cm from the start

position (Fig. 1A). After 250 ms, the robotic arm returned

the participant’s hand to the start position using a mini-

mum jerk trajectory.

Participants performed 450 reaching movements.

Participants received no feedback during baseline
reaches (trials 1–50). During experimental reaches

(trials 51–400), participants received either binary

reward feedback or binary punishment feedback.

Unknown to participants, the probability of receiving

reward feedback or punishment feedback was a

function of their reach angle according to their assigned

reward landscape or punishment landscape (Fig. 1B;

see section below for details). Participants received no

feedback during the washout trials (trials 401–450).
2.5. Reward and punishment landscapes

During experimental trials (trials 51–400), participants

were exposed to either a reward landscape or a

punishment landscape (Fig. 1B). As in our previous

work (Cashaback et al., 2019), to generate these land-

scapes we manipulated the probability of receiving feed-

back as a function of their reach angle for a given trial.

Thus, participants had to change their reach angle to

maximize their probability of success (i.e., avoid punish-

ment feedback or receive reward feedback). Binary pun-

ishment feedback or reward feedback is advantageous

because it limits the ability to form a vectored error signal

over multiple trials, unlike scalar punishment feedback or

reward feedback that varies in magnitude according to the

distance from a target.

The punishment landscape or reward landscape

experienced by a participant was normalized to their

baseline variability (Cashaback et al., 2019). Reach angle

was defined as the angle made between the hand and the

vertical line connecting the start position and the target,

where the start position was the center of rotation

(Fig. 1A). On each trial, reach angle was calculated when

the hand was 20 cm away from the start position. Reach

angles were normalized to the last 25 baseline trials and

expressed as a z-score (Cashaback et al., 2019). A z-

score of 0.0 corresponded to the participant’s average

baseline reach angle. A z-score of 1.0 or –1.0 indicated

that a reach angle was � 1 standard deviation away from

their average baseline reach angle in the clockwise or

counterclockwise direction, respectively.

The direction of each feedback landscape represents

the direction towards the optimal reach angle. The

clockwise reward (RCW) landscape can be summarized as

RðhÞCW ¼ pðr ¼ 1jhiÞCW ¼
hi
6
þ 1

2
; �3 6 hi 6 3

1; 3 < hi 6 6

0; otherwise

8><
>: ð1Þ

Where p is the probability of receiving reward and hi is the

reach angle for trial i. Here, r ¼ 1 denotes a successful

reach. Similarly, the clockwise punishment (PCW
)

landscape can be summarized as

PðhÞCW ¼ pðr ¼ 0jhiÞCW ¼
1
2
� hi

6
; �3 6 hi 6 3

0; 3 < hi 6 6

1; otherwise

8><
>: ð2Þ

Where p is the probability of receiving punishment

feedback, and hi is the reach angle for trial i. Here, r ¼ 0

denotes an unsuccessful reach.



Fig. 1. Experiment Design. (A, C) In both Experiment 1 and 2, participants grasped the handle of a

robotic manipulandum and made reaching movements in the horizontal plane. An LCD display

projected images (start position, targets) onto a semi-silvered mirror that occluded vision of the hand

and upper arm. (A) The goal of Experiment 1 was to examine how reward feedback and punishment

feedback influence sensorimotor adaptation and movement variability. Participants were instructed to

reach from the start position (close white circle) and hit the target circle (far white circle). A long white

bar positioned above the target disappeared after participants reached through it, signaling the end of

the trial. Participants that experienced the reward landscape received reward feedback (pleasant

sound, target expands, monetary reward) if they hit the target. Participants that experienced the

punishment landscape received punishment feedback (unpleasant sound, target expands, monetary

loss) if they missed the target. We recorded their reach angle (h) on each trial. Reach angles were

normalized to individual baseline movement variability and expressed as a z-score. (B) Unbeknownst
to participants, we directly manipulated the probability of receiving reward feedback or punishment

feedback (y-axis) based on a participant’s normalized reach angle (z-score; x-axis) according to the

assigned reward landscape (blue) or punishment landscape (red). Reward and punishment

landscapes promote participants to change their reach angle to maximize success (hopt) by

respectively maximizing positive reward or minimizing punishment. (C) The goal of Experiment 2
was to examine how reward feedback and punishment feedback influenced movement variability

while mitigating the influence of adaptation. Accordingly, we used a motor task that did not require

changes in average movement behaviour to successfully complete the task. Participants were told to

reach from the start position (white circle) and stop anywhere within the virtually displayed target

(white rectangle). (D) Participants received only reward feedback in a block of experimental trials and

only punishment feedback in the other block of experimental trials. In the reward block of

experimental trials, participants received reward feedback if they successfully stopped within the

target. In the punishment block of experimental trials (red), participants were told they would receive

punishment feedback if they missed the target. (For interpretation of the references to colour in this

figure legend, the reader is referred to the web version of this article.).
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The counterclockwise reward (RCCW) and

counterclockwise punishment (PCCW
) landscapes are

mirror images of the clockwise landscapes, reflected

about the average baseline reach angle (0.0 z-score).

The counterclockwise landscapes are summarized as

RðhÞCCW ¼ pðr ¼ 1jhiÞCCW ¼
1
2
� hi

6
; 3 P hi P �3

1; �3 > hi P �6

0; otherwise

8><
>: ð3Þ
PðhÞCCW ¼ pðr ¼ 0jhiÞCCW

¼
hi
6
þ 1

2
; 3 P hi P �3

0; �3 > hi P �6

1; otherwise

8><
>:

ð4Þ

Landscape direction, clockwise or

counterclockwise, was counter-

balanced within each group.
2.6. Experiment 2 protocol

The goal of Experiment 2 was to

determine whether punishment

feedback and reward feedback

influenced movement variability. We

used a motor task that does not

require participants to change their

reach angle (Roth et al., 2023), thus

limiting the influence of adaptive

changes in hand position that would

artificially increase estimates of

movement variability. Participants

were presented with virtual images

of a start position (white circle,

radius = 0.75 cm) that was aligned

with the sagittal plane and approxi-

mately 15 cm away from their body.

The center of the displayed target

was located 45 degrees to the left

of the sagittal plane and 15 cm away

from the start position (Fig. 1C).

Rectangular targets were rotated so

that their major axis aligned with

movement from the start position to

the target. For each trial, participants

began from the start position and

were instructed to ”reach and stop

inside the target.” The start position

turned yellow after a short, random-

ized delay (250–1000 ms) to signal

the beginning of the trial. Final hand

position was defined as the partici-

pant’s hand location after their hand

velocity went below 0.045 cm/s for

100 ms. One second after stopping,

the robot used a minimum jerk trajec-

tory to return their hand to the start

position.

Participants performed 50

baseline trials, 200 experimental

trials, 50 washout trials, and

another 200 experimental trials.
During baseline and washout trials, participants reached

towards and attempted to stop within a small white

circle (radius = 0.5 cm). Participants saw a small yellow

dot (radius = 0.25 cm) at their final hand position for the

first 40 baseline and washout trials. No feedback was

given for the final 10 baseline or washout trials. During

the first and second block of experimental trials,

participants reached towards and attempted to stop
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within a large rectangular target. The major axis of the

target was 12 cm (Roth et al., 2023; van Beers et al.,

2013). The minor axis length (0.65r, 0.99 � 0.34 cm)

was proportional to each participant’s lateral movement

variability during the last 10 baseline trials (Roth et al.,

2023). Participants received only punishment feedback

or reward feedback for the first block of experimental tri-

als. If a participant received punishment feedback for

missing the target during the first block of experimental tri-

als (trials 51–250), they would receive reward feedback

when they hit the target during the second block of exper-

imental trials (trials 301–500). Conversely if they received

reward feedback on the first block of experimental trials,

they would receive punishment feedback on the second

block of experimental trials.The ordering of punishment

feedback or reward feedback on the first and second

block of experimental trials was counterbalanced.

2.7. Data analysis

We performed data analysis using custom Python 3.8.13

scripts. For Experiment 1, we performed all analyses on

reach angles (z-score). For Experiment 2, final hand

position coordinates were projected onto a rotated

coordinate system that was aligned with the major and

minor axes of the rectangular target. Thus the x-axis

and y-axis of the rotated system were aligned with the

minor and major axes of the long rectangular target,

respectively. The origin of this rotated coordinate

system was the center of the rectangular target.

2.8. Quantifying adaptive behaviour
2.8.1. Changes in reach angle. As in our previous

work (Cashaback et al., 2019), for Experiment 1 we com-

pared participant behaviour by averaging group reach

angles during early learning (trials 51–100), late learning

(trials 351–400), and washout (trials 401–450). Compar-

ing participant behaviour during these time windows pro-

vides a direct way to analyze learning rate (early

learning), learning extent (late learning), and retention

(washout). To perform comparisons across landscape

directions, we multiplied normalized reach angles by �1

for all participants that experienced a counterclockwise

feedback landscape (Acerbi et al., 2014; Cashaback

and Cluff, 2015; Cashaback et al., 2019).

2.8.2. Optimal reach angle. We define optimal aim

point haimopt as the angle that the participants should aim

to maximize the utility U.

haimopt ¼ argmax
haim2H

fE½Uðhaim;r2Þ�g ð5Þ

where, haim is the reach aim and H is the set of all possible

reach angles. The expected utility E½Uðhaim;r2Þ� for any

given unbiased aim point haim is calculated as

E½Uðhaim;r2Þ� ¼
Z

pðhjhaim;r2ÞLðhÞdh ð6Þ

where, LðhÞ is either the reward landscape RðhÞ or

punishment landscape PðhÞ. Here we are interested in
the expected utility over all possible reach angles (
R
dh).

The probability of reaching at any angle h with aim point

haim was modeled as a normal distribution

pðhjhaim;r2Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p e
�h�haim

2r2 ð7Þ

where r2 is the reach angle variance. r2 was estimated by

considering both motor (execution) variance r2
m and

exploration variance r2
e. Pekny and colleagues (2015)

proposed that the magnitude of exploration variability is

inversely related to the probability of hitting the target.

We manipulated the probability of hitting the target

pðr ¼ 1jhÞ as a function of reach angle according to the

assigned feedback landscape. Thus, we approximated

r2 by considering two potential sources of movement

variability and the probability of hitting the target.

r2 ¼ r2
m þ ½1� pðr ¼ 1jhÞ�r2

eÞ ð8Þ

Here, motor (execution) variance is constant and applied

on every trial. The exploration variance is scaled

inversely with the probability of hitting the target. The

values of r2
m(0.87) and r2

e(1.06) were obtained using the

method from Cashaback et al., 2019. Using these

values, we obtained an optimal reach angle (haimopt ¼ 3:90).
2.9. Quantifying movement variability
2.9.1. Movement variability: trial-by-trial differ-

ence. We (Cashaback et al., 2019; Roth et al., 2023;

van der Kooij et al., 2023) and others (Chen et al.,

2017; Holland et al., 2018; Pekny et al., 2015; Therrien

et al., 2016; Sidarta et al., 2018; Sidarta et al., 2022;

van der Kooij and Smeets, 2019; Van Mastrigt et al.,

2020) have found that movement variability is modulated

by task success. For Experiment 1, as an estimate of

movement variability we calculated the standard deviation

of the trial-by-trial difference in reach angle. For Experi-
ment 2, we calculated the standard deviation of the

trial-by-trial differences in final hand position separately

along the dimensions aligned with the minor and major

axes of the long rectangular target during baseline and

experimental conditions.

For both experiments, baseline trial-by-trial

differences (D) were calculated during the final 10 trials

where no feedback was given to the participant (Eq. 9).

Experimental condition movement variability was

calculated independently for successful (i.e. hitting the

target, Eq. 10) and unsuccessful trials (i.e. missing the

target, Eq. 11).

DXbaseline ¼ Xtþ1 � Xt ð9Þ
DXr¼1 ¼ Xtþ1 � Xr¼1

t ð10Þ
DXr¼0 ¼ Xtþ1 � Xr¼0

t ð11Þ

Here, X represents the participant’s reach angle

(Experiment 1), final hand position along the major axis

of the displayed rectangular target (Experiment 2), or

final hand position along the minor axis of the displayed

rectangular target (Experiment 2). t is the trial number,
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and r represents if a trial was successful (r = 1) or

unsuccessful (r = 0).
2.9.2. Movement variability: detrended trial-by-trial
differences. Past work has suggested that punishment

feedback induces greater trial-by-trial differences in

reach position (Eq. (9)–(11)), which is commonly used

as a metric of movement variability (Song et al., 2020).

However, such trial-by-trial differences as a metric of

movement variability would also be influenced by

changes in behavior caused by adaptation. That is, adap-

tive processes that update reach aim would also lead to

increased trial-by-trial differences independent of isolated

movement variability caused by motor noise (Faisal et al.,

2008; Jones et al., 2002; van Beers et al., 2004) or

exploratory noise (Cashaback et al., 2019; Pekny et al.,

2015). To mitigate the influence of adaptation on trial-

by-trial differences, we also analyzed trial-by-trial move-

ment variability after detrending the reach angles.

Detrending the reach angles during the experimental con-

dition provided a way to observe trial-by-trial movement

variability while mitigating the influence of reach aim

updates altering behaviour.

To detrend the data, we used a central moving

average-subtraction method (Hyndman et al., 2018) with

a bin size of 15 trials. Specifically, for every trial, we took

an average of a small window of 15 trials centered about a

particular trial. We subtracted this average from this par-

ticular trial before sliding the window to the next trial.

We repeated this for every trial in the learning block (trials

51–400). Note that as a result of this technique, we lose

the first and last 7 trials due to lack of data points to cal-

culate the average. We then calculated movement vari-

ability for the early learning (trials 51–100) and late

learning (trials 351–400). We also tested different bin

sizes used for the moving average (5–25 trials). Using

too short of a window to calculate the moving average

risks removing too much of the trial-to-trial variability.

Conversely, using too long of a window to calculate the

moving average may not remove adaptive processes that

update reach aim.
2.9.3. Movement variability: distribution of final hand
positions (IQR). Past studies (Buzzi et al., 2019;

Cusumano and Cesari, 2006; Latash et al., 2002;

Lokesh and Ranganathan, 2019; Bernstein, 1967;

Scholz and Schoner, 1999; Roth et al., 2023) have quan-

tified movement variability differences between task-

irrelevant (‘uncontrolled manifold’ or ’null space’) and

task-relevant (‘orthogonal dimension’), which in this study

respectively correspond to the major-axis and minor-axis

of the rectangular target. Similarly and inline with our past

work (Cashaback and Cluff, 2015; Roth et al., 2023), in

Experiment 2 we quantified the magnitude of movement

variability of final hand position by calculating the

interquartile range (IQR). IQR is known to be a robust

measure of variability (Kaltenbach, 2012) because it is

not heavily influenced by outliers. We did not examine

IQR in Experiment 1 because IQR would be conflated

with adaptation. We calculated IQR as the difference

between the 25th and 75th percentiles. We took the
IQR ratio between conditions to describe the relative

movement variability in final hand position. A value of

one represents equal movement variability of final hand

position between conditions. We calculated the IQR ratio

between the major (task-redundant) and minor (task-

relevant) axes between the reward and punishment con-

ditions (Roth et al., 2023). Statistical comparisons were

made between the mean IQR ratio to a value of one.
2.9.4. Quantifying exploratory behaviour with lag-1
autocorrelation. We quantified the level of exploration

along the solution manifold by calculating lag-1

autocorrelations on trial-by-trial final hand position (Roth

et al., 2023; van Beers et al., 2013). Here, a larger lag-1

autocorrelation suggests greater exploratory behaviour.

For each condition in Experiment 2, we performed lag-

1 autocorrelation analysis separately along the major

and minor axes of the rectangular target.
2.9.5. Statistical analyses. Non-parametric bootstrap

hypothesis tests (1,000,000 iterations) were used for

follow-up mean comparisons (Cashaback et al., 2019;

Calalo et al., 2023; Cashaback et al., 2017; Gribble and

Scott, 2002; Lokesh et al., 2022; Roth et al., 2023). We

used directional tests when testing theory-driven predic-

tions, and nondirectional tests otherwise. Spearman Rank

correlation was used for all correlation analyses to cap-

ture monotonic relationships (Hauke and Kossowski,

2011). We computed common language effect sizes (ĥ)
for all comparisons (Calalo et al., 2023; Cohen, 1988;

McGraw and Wong, 1992; Roth et al., 2023; Lokesh

et al., 2023). Statistical tests were considered significant

at p < 0.05.
3. RESULTS

3.1. Experiment 1

The goal of Experiment 1 was to observe whether binary

punishment feedback and binary reward feedback

differentially influence sensorimotor adaptation. For each

trial, participants began at a start position and attempted

to pass their hand through a small circular target

(Fig. 1A). The trial ended when a white line beyond the

target disappeared once crossed and the robot brought

the participant’s hand back to the start position.

Participants were placed in either the reward group

(n = 32) or punishment group (n = 32). Participants

completed 50 baseline trials with no feedback, 350

experimental trials with feedback, and 50 washout trials

with no feedback. Participants that experienced the

punishment landscape were told they would receive

punishment feedback (unpleasant sound, target would

expand, small monetary loss) if they missed the target

and no feedback if they hit the target. Participants that

experienced the reward landscape were told they would

receive reward feedback (pleasant noise, target

expands, small monetary gain) if they successfully

passed through the target and no feedback if they

missed the target.
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3.2. Individual behaviour

Reach angle over trials for an individual experiencing a

reward landscape and another participant experiencing

a punishment landscape are shown in Figs. 2A and 2B,
respectively. Both participants learned to adjust their

reach angle to increase the probability of success by

approaching the optimal reach angle (hopt). For the

participant experiencing the punishment landscape,

changing reach angle to approach the optimal reach

angle decreased the probability of punishment

feedback. Conversely for the participant experiencing a

reward landscape, changing reach angle to approach

the optimal reach angle increased the probability of

reward feedback. Each participant displayed clear

between trial changes in reach angle, which would

reflect both adaptive changes and movement variability.

For the displayed participants, the participant

experiencing the punishment landscape had

comparatively less between trial changes in reach angle

compared to the participant experiencing the reward

landscape.
3.3. Group behaviour
3.3.1. Adaptation. At the group level, we found that

participants experiencing either the punishment

landscape and reward landscape adapted their reach

angle to respectively decrease or increase the

probability of punishment feedback and reward

feedback (Fig. 2C).

We compared average reach angles between

participants experiencing the punishment landscape and

reward landscape during early learning (trials 51–100),

late learning (trials 351–400), and washout (trials 401–

450). Unlike past work (Galea et al., 2015; Song et al.,

2020), we did not find significant differences in reach

angle during early learning between participants experi-

encing the punishment landscape and reward landscape

(p = 0.454, n = 34 per group). This suggests that the

reward and punishment groups adapted at a similar rate

during early learning.

Participants experiencing the punishment landscape

displayed significantly greater average reach angles

during late learning compared to participants

experiencing the reward landscape (p < 0.001),

suggesting that punishment feedback leads to a greater

extent of learning that is closer to the optimal solution.

This finding was robust when comparing the median

reach angles between groups during late learning (p

< 0.001). We also found that participants experiencing

the punishment landscape had significantly greater

reach angles during washout (p = 0.018) compared to

participants experiencing the reward landscape.

However, when normalizing washout reach angle to

average late learning reach angle there was no

difference in retention (p = 0.372) between participants

that experienced the punishment landscape or reward

landscape. Thus, our work does not support the

previous finding that reward feedback leads to greater
retention compared to punishment feedback (Galea

et al., 2015).

As noted above, we found that participants

experiencing the punishment landscape displayed a

greater extent of learning during late learning trials. Past

work has suggested that punishment feedback leads to

greater movement variability and subsequently faster

learning (Song et al., 2020), and more generally that

greater movement variability leads to faster learning

(Wu et al., 2014). While we did not find faster early adap-

tation between participants experiencing punishment and

reward landscapes, we did observe a greater extent of

learning. It is possible that greater movement variability

induced by punishment feedback could have led to a

greater extent of learning during late learning trials. Thus,

we then examined whether there were differences in

movement variability between participants that experi-

enced the punishment landscape and reward landscapes.
3.3.2. Movement variability. Past literature

(Cashaback et al., 2019; Chen et al., 2017; Holland

et al., 2018; Roth et al., 2023; Pekny et al., 2015;

Therrien et al., 2016; Sidarta et al., 2018; Sidarta et al.,

2022; van der Kooij and Smeets, 2019; Van Mastrigt

et al., 2020; van der Kooij et al., 2023) has shown that

movement variability is modulated by task outcome.

Specifically, movement variability is greater after an indi-

cated target miss compared to after an indicated target

hit. As a reminder, participants experiencing the punish-

ment landscape were told they would receive punishment

feedback for missing the target and no feedback for hitting

the target. Conversely, participants experiencing the

reward landscape were told they would receive no feed-

back for missing the target and reward feedback for hitting

the target. As expected, we found that participant move-

ment variability increased after an indicated target miss

relative to an indicated target hit for participants experi-

encing the reward landscape (p < 0.001) and partici-

pants experiencing the punishment landscape (p

< 0.001).

More importantly, we wanted to compare movement

variability between participants experiencing the

punishment landscape and reward landscape. During

early learning (Fig. 3A), we found no difference in trial-

by-trial movement variability between participants

experiencing the punishment landscape and those

experiencing the reward landscape with an indicated

target hit (p = 0.960) or target miss (p = 0.696).

Likewise during late learning, we did not find differences

in trial-by-trial movement variability between participants

experiencing the punishment landscape and those

experiencing the reward landscape with an indicated

target hit (p = 0.232) or target miss (p = 0.250). A lack

of trial-by-trial movement variability differences between

participants experiencing the punishment landscape and

reward landscape does not support the previously

suggested idea that punishment feedback leads to

greater movement variability that enhances learning

(Song et al., 2020).

However, as noted above, examining trial-by-trial

movement variability would be influenced by both



Fig. 2. Sensorimotor Adaptation in Experiment 1. Here we show reach angle (y-axis) per trial (x-

axis) for a single participant that experience the (A) reward landscape (blue), a single participant that

experienced the (B) punishment landscape (red). Solid grey lines separate baseline trials (trials 1–

50), experimental trials (trials 51–400) and washout trials (trials 401–450). Solid circles represent

trials where participants received reward or punishment feedback. Unfilled circles represent trials

where participants did not receive feedback. (C) Here we show the average reach angle across

participants for each group. Shaded areas represent � 1 SE. Dashed horizontal lines (gray) represent

the optimal reach angle (hopt) that maximizes reward or minimizes loss. (D)We characterized learning

rate, learning extent, and retention by calculating the average reach angle (y-axis) within the

respective 50 trial block (x-axis): early learning (trials 51–100), late learning (trials 350–400), and

washout (trials 401–450). Unfilled circles represent individual data. Solid grey circles represent mean

reach angle for the group. Boxplots represent the 25th, 50th, and 75th percentiles. We found that

participants experiencing the punishment landscape displayed significantly greater reach angles

during the late learning block (p < 0.001), where this behaviour carried over to the washout block

(p = 0.018). Our finding shows that punishment feedback leads to a greater extent of sensorimotor

learning. (For interpretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.)
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adaptation and movement variability. Thus, despite no

differences in trial-by-trial movement variability (the

difference in reach angle between successive trials), this

finding does not completely remove the possibility that

punishment feedback differentially influences movement

variability compared to reward feedback. For example,

one could get similar levels of trial-by-trial movement

variability if one of the forms of feedback caused larger

(or smaller) movement variability with smaller (or larger)

trial-level adaptation.

Next we examined whether there was a relationship

between movement variability and adaptation.

Specifically, we analyzed the relationship between trial-

by-trial movement variability following an indicated target

miss with either average learning in the early learning

(trials 51–100) or late learning (trials 351–400) blocks.

We focused on the movement variability following an

indicated target miss, where we would expect minimal

influence of adaptation between these successive trials

(Cashaback et al., 2019; Roth et al., 2023; Therrien et al.,

2016; Therrien et al., 2018). For those experiencing the

reward landscape, we found no relationship between

trial-by-trial movement variability following an indicated tar-

get miss and early learning (p = 0.099) or late learning
(p = 0.114). For those experiencing

the punishment landscape, we found

a relationship between trial-by-trial

movement variability following an

indicated target miss and early learn-

ing (p=0.045,q ¼ 0:346). However,
as a reminder, we did not find signifi-

cant differences in average reach

position between the reward and pun-

ishment groups in the early learning

block. We found a significant relation-

ship in the punishment group

between trial-by-trial movement vari-

ability following an indicated target

miss and late learning (p = 0.020,

q ¼ 0:409; Fig. 3E). Specifically,

learning extent monotonically

increasedwith trial-by-trialmovement

variability following an indicatedmiss.

Althoughmovement variability follow-

ing an indicated target miss is not dif-

ferent between the reward group and

punishment group, it is possible that

the sensorimotor system has more

knowledge of the movement variabil-

ity and or there is greater sensitivity

to updating reach aim following a suc-

cessful trial in the presence of punish-

ment feedback. That is, participants

experiencing the punishment land-

scape may have better utilized move-

ment variability to update reach aim

following an indicated target hit com-

pared to those experiencing the

reward landscape, which resulted in

greater adaptation during the late

learning trials.

As a way to mitigate the influence
of adaptation on a metric of movement variability, we

detrended each participant’s reach angles. Specifically,

we detrended each participant’s reach angles with a

central moving average subtraction method. Fig. 3C

shows the average detrended data (bin size = 15 trials)

across participants that experienced the punishment

landscape and reward landscape. For both the early

learning and late learning trials, we took the standard

deviation of the detrended reach angles. As before, we

found no significant difference in detrended movement

variability during the early learning trials (p = 0.88).

However, for the late learning trials, we found

significantly less detrended movement variability for

those experiencing the punishment landscape compared

to those experiencing the reward landscape (p = 0.043;

bin size = 15; Fig. 3D). Additionally and aligned with

the analysis above, we found that detrended movement

variability was related to adaptation during the late

learning trials for the participants experiencing the

punishment landscape (p = 0.033; q ¼ 0:366; Fig. 3F)
but not those experiencing the reward landscape

(p = 0.115; q ¼ 0:275), further supporting the idea that

the sensorimotor system may have more knowledge of



Fig. 3. Movement Variability in Experiment 1. We calculated the standard deviation between

changes in reach angle separately following successful (lighter shades) and unsuccessful (darker

shades) trials to assess movement variability. A) We found no difference in trial-by-trial movement

variability between reward feedback (blue) and punishment feedback (red) following a hit (p = 0.960)

or miss (p = 0.696) in early learning trials. B) Likewise, we found no difference in trial-by-trial

movement variability between reward feedback (blue) and punishment feedback (red) following a hit

(p = 0.232) or miss (p = 0.250) in late learning trials (C) Detrended reach angle (y-axis) per trial (x-

axis) for the detrended moving average when using the reach angles shown in ((A). Specifically, here
we used a central moving average subtraction (15 trial bin size) to detrend individual data, to limit the

influence of changes in reach aim due to adaptive behaviour. D) As a proxy of movement variability,

we measured the standard deviation of the detrended reach angles separately for participants that

experienced a reward landscape (blue) or a punishment landscape (red). With the detrended data (15

trial bin size), participants that experienced a punishment landscape displayed significantly lower

movement variability in the late learning block than participants that experienced a reward landscape

(p = 0.043). The inset displays the p-value (y-axis) when using different bin sizes (x-axis) for the

moving average. All but one bin size was below a p-value of 0.1, with several below 0.05. These

results do not support the hypothesis that punishment feedback leads to faster learning by increasing

movement variability. (E) We found a significant positive correlation (p = 0.020, q= 0.409) between

trial-by-trial movement variability (x-axis) and average reach position (y-axis) during the late learning

block of the punishment group. (F) This monotonically increasing trend held when using the

detrended reach angle (p = 0.033, q= 0 366). Note that the trend line shown in E, F are only visual

and are not meant to suggest a linear relationship between average reach position and movement

variability. (For interpretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.)
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movement variability and or there is greater sensitivity to

updating reach aim following a successful trial in the

presence of punishment feedback. For the detrending

analysis, we then considered the influence of bin size

(5–25 trials). In general, we found that all but one bin

size was below a p-value of 0.1, with several below 0.05

(Fig. 3D, inset). Note that we are unable to partition the

standard deviation of the detrended reach angles based
on indicated target hits and misses,

due to a loss of trials from the

bounds of the moving average

when performing the detrending

process (see Supplementary D1).
Thus, while not conclusive, the

results of the detrended movement

variability analysis point to the idea

that punishment feedback may

actually decrease movement

variability.

We did find a potential link

between movement variability and

the extent of learning when given

punishment feedback. However, the

results in Experiment 1 do not

support the idea that punishment

feedback leads to comparatively

greater movement variability than

reward feedback to enhance

sensorimotor adaptation. Rather,

our findings point to the notion that

punishment feedback may decrease

movement variability.

Recent literature has also

examined the effects of

reinforcement (reward) feedback

and task success on movement

vigor (Mazzoni et al., 2007;

Panigrahi et al., 2015; Shadmehr

et al., 2019; Sukumar et al., 2021;

Summerside et al., 2018). These

studies use reaction times and

movement times as proxies of move-

ment vigor. We found that partici-

pants in the punishment group

displayed significantly slower reac-

tion times (p = 0.045) and move-

ment times (p < 0.023) compared

to the reward group after an indi-

cated target miss. That is, partici-

pants displayed lower movement

vigor after receiving punishment

feedback (see Supplementary C).

3.4. Experiment 2

Contrary to recent findings in the

literature (Galea et al., 2015; Song

et al., 2020), in Experiment 1, we

did not find faster adaptation with

punishment feedback compared to

reward feedback. However, we did

find a greater extent of learning with

punishment feedback. As suggested
by previous work (Song et al., 2020), it is possible the

punishment feedback leads to greater movement variabil-

ity that can enhance learning. Yet we did not find signifi-

cant differences in trial-by-trial movement variability

between participants experiencing punishment and

reward landscapes. Rather, when detrending the data to

mitigate the potential influence of adaptation on a metric
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of movement variability, the results were more suggestive

of punishment feedback leading to reduced movement

variability. The goal of Experiment 2 was to better isolate

the influence of punishment feedback and reward feed-

back on movement variability by using a motor task that

does not require adaptation.

In Experiment 2, for each trial participants began their

reach in a start position and attempted to stop within a

virtually displayed target without vision of their hand. For

each reach, we recorded their final hand position when

they stopped within or outside the virtually displayed

target (Roth et al., 2023). Participants performed 50 base-

line trials, 200 experimental trials, 50 washout trials, and

then another 200 experimental trials. During each of the

experimental trial blocks, participants were informed that

they would receive punishment feedback (unpleasant

sound, target expands, monetary loss) for missing the tar-

get or reward feedback (pleasant sound, target expands,

monetary gain) for hitting the target. If a participant

received punishment feedback (or punishment feedback)

during the first block of experimental trials (trials 51–250),

they would receive reward feedback (or reward feedback)

during the second block of experimental trials (trials 301–

500).
3.4.1. Individual behaviour. Final hand positions for a

participant when receiving punishment feedback and

reward feedback are shown in Figs. 4A. Fig. 4B shows

the corresponding final hand positions along the minor

axis of the target. This participant displayed less

movement variability (smaller spread of final hand

position) along the minor axis of the target when

receiving punishment feedback. Supplementary A
shows all the results of Experiment 2 along the major

axis of the target.
3.4.2. Group behaviour. As in the first experiment and

past work (Cashaback et al., 2019; Chen et al., 2017;

Holland et al., 2018; Roth et al., 2023; Pekny et al.,

2015; Sidarta et al., 2018; Sidarta et al., 2022; Therrien

et al., 2016; van der Kooij and Smeets, 2019; Van

Mastrigt et al., 2020), we found that movement variability

was greater after a target miss compared to a target hit

with reward feedback (p < 0.001) and punishment feed-

back (p < 0.001). Crucially in Experiment 2, and in sup-

port of the detrended reach angle analysis in Experiment
1, we found that participants displayed significantly less

trial-by-trial movement variability with punishment feed-

back compared to reward feedback (Fig. 4C), following

either a target hit (p = 0.016) or a target miss

(p = 0.022).

As an additional metric of movement variability, we

then calculated the interquartile range to examine the

distribution of final hand positions along the minor axis

of the target. Specifically, we found the ratio of

interquartile range between the punishment and reward

feedback conditions as a measure of their relative

movement variability (Fig. 4D). Participants displayed an

interquartile range ratio significantly greater than 1

(p = 0.034), again suggesting that punishment

feedback leads to less movement variability compared
to reward feedback. Finally, as in our recent work (Roth

et al., 2023), we examined lag-1 autocorrelations as a

metric of motor exploration, but did not find any differ-

ences when participants received reward and punishment

feedback (Fig. 4E). We also did not find a difference in

lag-1 autocorrelation between groups when partitioning

final hand positions based on indicated target hits or

misses (Roth et al., 2023; Supplementary B).
As in Experiment 1, we wanted to look at the effects

of reward and punishment on reaction and movement

times. Aligning with the results of Experiment 1, we

found that participants in the punishment condition

displayed significantly slower reaction times (p = 0.005)

compared to the reward condition after an indicated

target miss (see Supplementary C).
Collectively, the results across both Experiment 1

and 2 suggest that punishment feedback leads to less

movement variability compared to reward feedback.

Below we further discuss the potential influence of

punishment feedback and reward feedback on both

movement variability and sensorimotor adaptation.
4. DISCUSSION

In this paper, we investigated how reward feedback and

punishment feedback influence motor learning and

movement variability. Contrary to recent findings, we did

not find that punishment compared to reward leads to a

faster learning rate (Galea et al., 2015; Song et al.,

2020) that is linked to greater movement variability

(Song et al., 2020). Rather, our findings point to the notion

that punishment feedback decreases movement variabil-

ity. As discussed below, a greater extent of learning

may have been caused by greater knowledge of move-

ment variability and or increased sensitivity to updating

reach aim following punishment.

In Experiment 1, participants learned to adjust their

reach aim in response to an imposed punishment or

reward landscape. We found no difference in reach

angles during early learning trials, suggesting

punishment feedback and reward feedback cause a

similar learning rate. However, participants experiencing

punishment feedback did have a significantly greater

reach angle that was closer to the optimal reach angle

during the late learning trials, suggesting that

punishment feedback leads to a greater extent of

learning. When detrending the data, we found that

punishment feedback appeared to cause lower

movement variability, which was related to the extent of

learning. However, it is difficult to parse whether trial-by-

trial changes in reach behaviour are from movement

variability or updates in intended reach aim during tasks

that require adaptation. To better isolate the influence of

punishment feedback and reward feedback on

movement variability, for Experiment 2 we used a

motor task that does not require adaptation. Participants

reached to a large rectangular target while receiving

only binary punishment feedback or reward feedback.

Our Experiment 2 results show that participants

decreased their movement variability when receiving

punishment feedback compared to reward feedback.



Fig. 4. Movement Variability in Experiment 2. A) Successful (filled circle) and unsuccessful (unfilled circle) reaches by an individual participant

performing the reward feedback (blue) and punishment feedback (red) conditions. B) Corresponding final hand position coordinates (y-axis) along

the minor axis of the target for each trial (x-axis). C) We calculated movement variability in each condition separately following successful trials (Hit,

dark colours) and unsuccessful trials (Miss, light colours). Final hand position was normalized to baseline and expressed as a z-score. We defined

movement variability as the standard deviation of the trial-by-trial change in final hand position. Participants displayed significantly lower movement

variability with punishment feedback (red) following either a hit (p = 0.016) or a miss (p = 0.022) compared to reward feedback (blue). D) We

calculated the interquartile range (IQR) of final hand positions for each condition. Here we show the IQR ratio between conditions (y-axis). An IQR

ratio greater than one (dashed grey line) indicates lower movement variability when given punishment feedback compared to reward feedback.

Participants displayed significantly lower movement variability (p = 0.034) along the minor axis of the target with punishment feedback. E)
Participants did not display differences in lag-1 autocorrelation between conditions (p = 0.197), suggesting that reward feedback and punishment

feedback have a similar effect on sensorimotor exploration. Solid circles and connecting lines represent mean data for each condition. Hollow circles

and connecting lines represent individual data. Box plots represent the 25th, 50th, and 75th percentiles. Taken together, these results suggest that

punishment feedback suppresses movement variability. (For interpretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.)
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Taken together, the results in both experiments suggest

that punishment feedback reduces movement variability

that may be linked to a greater extent of learning.

Behavioural work by Galea and colleagues (2015)

found that punishment feedback leads to faster

adaptation while reward feedback leads to greater

retention. Subsequent work by Song and colleagues

(2020) replicated the finding that punishment feedback

leads to faster adaptation, but did not find greater

retention with reward feedback. Contrary to both these

experiments, and despite using a larger sample size

(n = 68), we did not replicate faster adaptation with

punishment feedback. Aligned with the findings of Song

and colleagues (2020), we also did not find greater

retention with reward feedback when controlling for the

extent of learning. There were some notable differences

in punishment feedback, reward feedback, and error-

based feedback between all three studies. Both Galea

et al. (2015) and Song et al. (2020) used scalar punish-

ment and reward feedback that changed in magnitude

given the distance to the target (e.g., �5 points vs. �10
points), whereas our study used binary punishment feed-

back and binary reward feedback that was a constant

magnitude. Additionally, our study used probabilistic bin-

ary feedback compared to the deterministic feedback

used by Galea et al. (2015) and Song et al. (2020). In

the present study, participants received probabilistic feed-

back of success and failure that would limit how quickly

one would approach the optimal reach angle. Thus, the

probabilistic feedback by nature could reduce the ability

to see differences between groups during early learning.

Further, Galea and colleagues (2015) used error-

based feedback (small cursor mapped to hand position),

whereas Song and colleagues (2020) and our study did

not use error-based feedback. Indeed, past work has

shown evidence that participants can optimally account

for movement variability to adjust motor planning in the

presence of visual feedback (Trommershauser et al.,

2005). However, this ability to optimally account for

additional, externally provided movement variability is

decreased when provided binary reinforcement

feedback (Therrien et al., 2018). Scalar punishment and
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reward can be used to form an error signal over just two

trials. For example, if one receives �10 points for straight

reach and then receives �5 points for reaching to the

right, then it is possible to deduce a vectored error signal

(direction and magnitude) and realize that reaching fur-

ther right may result in no punishment (i.e., 0 points). Con-

versely, binary feedback (success or fail) does not make

an error signal readily available. It is possible that scalar

punishment feedback, with (Galea et al., 2015) or without

(Song et al., 2020) online feedback of a hand position, is

needed to elicit faster adaptation when compared to

reward feedback. Additionally, the perturbation used by

Song and colleagues (2020) was considerably larger than

that of the present study. A larger perturbation in combi-

nation with scalar punishment feedback may have

induced faster adaptation via explicit motor learning pro-

cesses. Future studies should examine if there are funda-

mentally different mechanistic processes associated with

binary and scaler reward or punishment feedback. Given

current inconsistencies in the literature, future work exam-

ining the differential roles of reward and punishment on

sensorimotor adaptation should be well-powered and

meta-analyses would also likely be insightful.

Past work has suggested that punishment feedback

may lead to greater movement variability to enhance

learning. Interestingly, across several metrics of

movement variability in Experiments 1 and 2 we found

evidence of punishment feedback leading to less

movement variability. In Experiment 1, there was

significantly less movement variability about detrended

reach angles with punishment feedback compared with

reward feedback for several bin sizes, with all but one

bin size having a p-value below 0.1. In Experiment 2,
participants experienced punishment feedback or

reward feedback in a task that mitigated the influence of

adaptive processes that would lead to changes in reach

aim along a particular direction. Using a within

experimental design, we found both significantly less

trial-by-trial movement variability and less dispersion of

final hand position (i.e., IQR ratio). Our finding is in

opposition to the assumption that greater movement

variability leads to enhanced learning (Song et al., 2020;

Wu et al., 2014), and recent findings to suggest that pun-

ishment feedback leads to comparatively more movement

variability than reward feedback (Song et al., 2020). How-

ever, it is important to note that movement variability is

often decomposed into sensorimotor noise and explora-

tory movement variability. While some research has sug-

gested that sensorimotor noise in some contexts may

impede adaptation during error-based tasks (He et al.,

2016), others have suggested that the sensorimotor sys-

tem has knowledge of exploratory movement variability

that can facilitate adaptation (Cashaback et al., 2019;

Therrien et al., 2016; van Beers, 2009). Several different

sources of movement variability have been proposed in

the literature. Motor noise, planned noise, and exploratory

noise have been proposed as sources of movement vari-

ability that respectively arise from stochastic neuromus-

cular processes (Faisal et al., 2008; Jones et al., 2002;

van Beers et al., 2004), the dorsal premotor cortex

(Churchland et al., 2006; Sutter et al., 2021; van Beers
et al., 2013), and the basal ganglia (Cashaback et al.,

2019; Olveczky et al., 2005; Pekny et al., 2015). Of these

potential noise sources, the sensorimotor system is pro-

posed to have knowledge of planned noise (van Beers

et al., 2013; van Beers, 2009; Van Der Vliet et al., 2018)

and exploratory noise (Therrien et al., 2018; Cashaback

et al., 2019; Roth et al., 2023). It is largely thought that

the sensorimotor system has knowledge of movement

variability arising from exploratory noise following an

unsuccessful motor action, which is subsequently used

to update the intended reach aim following a successful

motor action (Therrien et al., 2018; Cashaback et al.,

2019; Roth et al., 2023). Our findings suggest that punish-

ment feedback leads to lower movement variability com-

pared with reward feedback. However, it is possible that

the sensorimotor system has more knowledge of explora-

tory movement variability following punishment feedback.

The idea that punishment decreases exploratory

movement variability while increasing knowledge of

movement variability can be explained using a class of

reinforcement-based learning models (Cashaback et al.,

2019;Roth et al., 2023). In this framework, there would

be an increase in the term associated with movement

updates (indicating greater knowledge of movement vari-

ability) as well as a decrease in terms associated with

exploratory movement variability. A decrease in explora-

tory movement variability would lower a lag-1 autocorrela-

tion while an increase in knowledge of exploratory

movement variability would increase the lag-1 autocorre-

lation in Experiment 2, which could result in no net

change of the lag-1 autocorrelation. However, a greater

knowledge of exploratory movement variability following

punishment, despite having a comparatively smaller mag-

nitude of movement variability compared to reward, could

explain our finding that punishment feedback led to a

greater extent of learning in Experiment 1.
As explained by prospect theory, a common

observation across species is that organisms tend to

avoid decisions where the probability of success is low

(Tversky and Kahneman, 1981; Niv et al., 2012;

McDougle et al., 2016; Kahneman and Tversky, 1979;

Nioche et al., 2019; Isett et al., 2023; Harder and Real,

1987; Dener et al., 2016). Such risk aversion has been

shown to influence motor planning (Nagengast et al.,

2011). In Experiment 2, and likely to some extent in

Experiment 1, participants displayed reduced movement

variability with punishment feedback compared to reward

feedback. Initially, this appears to contradict risk aversion.

One may expect participants to more drastically alter their

reaching behaviour to avoid receiving punishment, a

behaviour typically seen in decision-making tasks

(Kahneman and Tversky, 1979; Tversky and

Kahneman, 1981; Worthy et al., 2013). However, radically

altering reaching behaviour without visual feedback could

increase the likelihood of a negative outcome (monetary

loss) on the next trial. The sensorimotor system may have

limited drastic changes in reach behaviour to avoid

increasing the probability of experiencing punishment

feedback, aligning with risk aversion. Indeed, participants

may have taken longer in movement preparation to mini-

mize reach variability (Sutter et al., 2021), as evidenced
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by the increased reaction times seen with punishment

feedback compared to reward feedback across Experi-
ments 1 and 2. In Experiment 1, we found some evi-

dence of reduced movement variability between

participants receiving punishment feedback and reward

feedback, as well as a greater extent of learning with pun-

ishment feedback. One possible explanation is that with

punishment, the sensorimotor system makes smaller,

more directed changes in reach angle so as not to move

too far from the displayed visual target. Conversely, with

reward the sensorimotor system may be more willing to

execute larger, more sporadic changes in reach angle

when there is no negative outcome associated with miss-

ing the target. Additionally, it is possible that the punish-

ment feedback was more salient to participants than the

reward feedback, creating a stronger signal with punish-

ment feedback. This stronger signal, particularly in late

learning, could have also induced lower variability in the

punishment group of Experiment 1 and subsequently a

greater extent of learning. Thus, risk aversion as a mech-

anism that avoids drastic changes in reach aim may pro-

vide an explanation for the observed decreases in

movement variability with punishment feedback.

Larger changes in reach aim following an indicated

target miss with reward feedback compared to

punishment feedback highlights an important distinction.

Specifically, the lack of a reward signal may not have

the same effect on reach behaviour as the addition of a

punishment signal for the same motor error. Indeed,

prediction errors for both reward and punishment have

been shown to arise in different brain regions (Gueguen

et al., 2021). Here a prediction error is the difference

between received and expected reward (or punishment).

It is possible that risk aversion could directly cause a lar-

ger prediction error caused by punishment compared to

reward, given the same motor error. A larger prediction

error could have induced greater updates to reach aim

in our tasks. Future work should explore the relative

strength of prediction errors generated by reward and

punishment feedback.

We found in Experiment 1 that trial-by-trial movement

variability and detrended movement variability was

correlated with the extent of learning. As mentioned,

one possibility for this finding is that the sensorimotor

system had greater knowledge of movement variability

following punishment. Another possibility that we

observed a greater extent of learning is that adaptive

processes become more sensitive with punishment.

Galea and colleagues (2015) had previously found a

faster learning rate with punishment feedback during an

error-based motor task. They attributed a faster learning

rate with the cerebellum becoming more sensitive to

sensory prediction errors in the presence of punishment

(Ernst et al., 2002). Here we did not use error-based feed-

back, so it is unlikely that the greater extent of learning we

observed in Experiment 1 was due to increased cerebel-

lar sensitivity. However, it is possible that other

reinforcement-based processes had greater sensitivity

to punishment feedback that led to updates in reach

aim. The basal ganglia is linked to both reward and pun-

ishment (Delgado et al., 2000) as well as being implicated
with successful and unsuccessful motor actions for song-

birds (Olveczky et al., 2005), mice (Dhawale et al., 2019),

and those with Parkinson’s disease (Pekny et al., 2015).

Further, the indirect pathway of the basal ganglia is asso-

ciated with punishment signals that reduce motor output

(Kravitz and Kreitzer, 2012), which may explain reduced

movement variability with punishment feedback. It is pos-

sible that punishment may also increase the sensitivity of

the basal ganglia to update changes in reach aim. Thus,

greater learning extent in the first experiment may have

been caused by greater knowledge of movement variabil-

ity and or increased sensitivity to updating reach aim fol-

lowing punishment.

Reward and punishment have a rich history in

psychology and have recently been investigated in

sensorimotor neuroscience. Reward and punishment

have been shown to enhance distinctly different features

of sensorimotor adaptation, such as the rate of learning

(Wächter et al., 2009; Wu et al., 2014; Galea et al.,

2015; Song and Smiley-Oyen, 2017; Song et al., 2020)

and retention of motor actions (Abe et al., 2011;

Shmuelof et al., 2012; Galea et al., 2015; Song and

Smiley-Oyen, 2017; Song et al., 2020; Vassiliadis et al.,

2021). Here, we investigated how punishment feedback

and reward feedback differentially influence motor adap-

tation and movement variability. Unexpectedly, and con-

trary to recent findings (Galea et al., 2015; Song et al.,

2020), with punishment feedback we did not observe fas-

ter learning, but did find a greater extent of learning. Fur-

ther, across two experiments we show evidence to

suggest that punishment feedback decreases movement

variability. We did find a relationship between movement

variability and a greater extent of learning, which could

be explained by the sensorimotor system having greater

knowledge of movement variability and or increased sen-

sitivity to updating reach aim following punishment.

Understanding how reward and punishment feedback dif-

ferentially influences adaptation may be beneficial for

informing neurorehabilitation strategies for a variety of

neurological disorders, such as Parkinson’s disease

(Pekny et al., 2015), cerebellar ataxia (Therrien et al.,

2021), and stroke (Therrien et al., 2016; Therrien et al.,

2018; Reinkensmeyer et al., 2012; Reinkensmeyer

et al., 2016).
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